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Abstract

Gravitational-wave astronomy promises a radically new method of investigating the uni-

verse, one that does not detect elementary particles, but rather ripples in space-time itself.

One might expect that with this radically new method, our understanding of the universe

will make an equally giant leap. One of the most promising methods for the eventual

detection of gravitational-waves is that of interferometric gravitational-wave detection.

The sensitivity of these devices is nothing short of amazing, and their sensitivity con-

tinues to improve. The next generation of detectors are expected reach a point where

increasing the laser power, previously used to increase the sensitivity, is no longer ex-

pected to provide any benefit. One of the most promising options for further increasing

the sensitivity, through reduction of the quantum noise, is via the application of “squeezed

states of light”. Squeezed states of light are light fields for which the noise of some observ-

able has been reduced below the quantum noise limit. These states have been shown for

many years to offer increased sensitivity in interferometers and recently in interferometric

gravitational-wave detectors. One of the most challenging tasks to make suitable squeezed

light sources for these detectors is to produce low-frequency squeezing, corresponding to

the detection band of these interferometers.

This thesis details the doubly resonant travelling wave bow-tie squeezer as a source of

squeezing for interferometric gravitational-wave detection. This squeezer achieves record

results of squeezing in the gravitational-wave detection band. For the first time, 10 dB of

shot noise suppression at 10Hz is directly observed and above 200Hz, 11.6 dB is observed.

The work presented in this thesis provides evidence that further substantiates previous

progress indicating that squeezed states of light are now ready for full-time integration into

interferometric gravitational-wave detectors. The new cavity design, described in detail

throughout this thesis, is shown to outperform previous designs and provide benefits when

integrating squeezing into these detectors, in particular, isolation to backscattered light

from the interferometer.

The noise sources that typically lead to degradation in squeezing measurements are

investigated and discussed. Additionally, a modification to the standard locking technique

used to control these vacuum squeezed states, coherent locking, is presented and discussed.

The modified technique reduces the required number of locking loops and provides a larger

beat note from which to derive an error signal for one of the remaining loops.

A squeezer using these design philosophies is then constructed and used to inject

squeezing into the LIGO gravitational-wave detector. Injection of the squeezed state

provides enhancement of the sensitivity of the detector at frequencies around 200Hz and

above. The sensitivity seen was equivalent to approximately 2 dB of shot noise reduction.

The enhancement is limited by the loss within the interferometer. Injection of the squeezed

state did not show any degradation in the sensitivity of the device below 200Hz, indicating

for the first time that noise couplings between the interferometer and the squeezer could

be sufficiently suppressed at these frequencies even for the most sensitive detectors.
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Chapter 1

Introduction

Our understanding of the universe around us, from subatomic particles to the vast cosmos,

shapes the way we live our lives. As precision measurements improve and we unravel more

about how the world works, we are constantly transforming society in ways that are nearly

impossible to predict. A perfect example is that of light amplification by stimulated

emission of radiation, or the laser [1]. In a mere fifty years, the laser has become a

building block of modern society. From entertainment, to beauty treatments, to surgery

and probing of the fundamental laws of our universe, the usefulness of lasers has shaped

the way our modern world works [2]. Our understanding of things on the opposite side

of the size-scale have arguably had just as large an impact. Many years ago, astronomy

led to the realisation that the earth is indeed round and not the centre of the universe,

contrary to prior beliefs. This type of knowledge impacts significantly on theological ideas

and in turn, on society itself.

Arguably, the advent of the telescope was the catalyst for the evolution of astronomy as

a modern science. Early in the 17th century, Galileo was the first to utilise their potential

in observing details of the surface of the moon and the motions of the planets and the

stars. Whilst telescopes evolved, becoming larger and providing more precise images, all

early telescopes were restricted by the same fundamental limitation. Detections were made

with the user’s eye, and thus the information gathered was limited to the visible spectrum

of light. Visible light, however, is a very small portion of the electromagnetic spectrum.

Astronomy progressed, and the advantages obtained by widening the detection band were

revealed. In the 1800’s infra-red radiation was discovered by Herschel and was later used

to study properties of the moon [3]. The detection band has continued to increase over

time, such that we now routinely observe many orders of wavelengths of electromagnetic

radiation, from gamma rays to radio waves [4, 5]. However, these forms of astronomy are

all founded upon a common principle, the detection of electromagnetic waves. As such

they all share similar advantages, and of course, similar disadvantages. Their detection can

be hampered by various complications; they are prone to absorption, and follow the local

space-time trajectory. One example of particular importance is that this means that direct

detections of black holes cannot be made using electromagnetic observations. For many

of the most violent, massive and arguably interesting phenomenon, another measurement

method is required to complement the often limited information that electromagnetic

waves can provide.

This is the role that gravitational-wave detection is hoped to fulfil in the near future.

This thesis presents work that aims to improve the sensitivity of current interferomet-

ric gravitational-wave detectors via the integration of squeezed optical states. With the

enhanced sensitivity that squeezed states are to offer, along with other improvements to

current detector designs, we are nearing the era of gravitational-wave astronomy.

1



2 Introduction

1.1 Thesis Structure

The thesis is structured as follows;

• Chapter 2 - Background

The exciting realm of ground based gravitational-wave astronomy is introduced.

Noise sources in current and next generation detectors are detailed and in particular

the role of quantum noise sources is highlighted. Methods for reducing quantum

noise are discussed and optical squeezing is introduced as an exciting new method

of reducing the quantum noise in future detector designs.

• Chapter 3 - Quantum States of Light

The mathematical description of the states of light used in this work is presented in

this chapter. The ball-on-stick representation and the sideband representation for

visualising the states of light are detailed. Using these representations, the properties

of squeezed states, vacuum states, and coherent states are all introduced.

• Chapter 4 - Generation of Squeezed States

In this chapter the generation of squeezed states is introduced. The various meth-

ods available are first discussed before detailing the production of squeezing from

the second order non-linearity. Second harmonic generation, non-degenerate optical

parametric amplification and optical parametric oscillation are introduced as modes

of operation for the second order non-linearity.

• Chapter 5 - Optical Cavities

The properties of optical cavities are introduced in this chapter. The cavity equa-

tions of motion are first introduced and then used to derive the classical and quantum

response of an empty cavity. The finesse, free spectral range, linewidth and circulat-

ing power are defined. The cavity equations of motion are then investigated for an

optical cavity containing a non-linear medium. From this work, the escape efficiency,

non-linear gain, and expected squeezing from such a cavity are investigated.

• Chapter 6 - The Doubly Resonant Bow-Tie Optical Parametric Oscillator

The methods and philosophies for designing a travelling wave cavity cavity are de-

tailed in this chapter. The available non-linear mediums, techniques for overcoming

intra-cavity dispersion and the choices involved when deciding all remaining pa-

rameters are discussed. The effect that variation of the cavity parameters has is

illustrated.

• Chapter 7 - The ANU Squeezer

The details of the ANU squeezer are given in this chapter. All of the chosen cavity

parameters are stated before the methods for accurately measuring threshold and

intra-cavity loss are introduced. A layout of the optical and electronic components

is given. The coherent locking scheme used to control the angle of the squeezed state

is investigated and a modified coherent locking scheme is introduced as a means for

simplifying and improving the original scheme. This work was jointly undertaken

with Sheon Chua and Conor Mow-Lowry at the ANU under the supervision of David

McClelland, Ping Koy Lam, Ben Buchler and Daniel Shaddock, with much appreci-

ated input from Kirk McKenzie and which utilised a cavity design originally devised
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by Nicolai Grosse. Improvements to the squeezer were also made by Sheila Dwyer,

who was involved for a number of months on the project. The later measurements

of the squeezing produced by this squeezer were taken using a homodyne detector

supplied by Roman Schnabel and Henning Vahlbruch.

• Chapter 8 - Detection of Squeezed States

This chapter details an investigation into understanding the low-frequency perfor-

mance of the homodyne detector setup used to measure the squeezed states. Many

noise sources are investigated and methods for detecting and overcoming these noise

sources are presented. The homodyne detector supplied by Roman Schnabel and

Henning Vahlbruch plays a large role in this work. A short history of the squeezing

produced by the ANU squeezer illustrates the various improvements made in order

to improve the squeezing over a timespan of nearly 3 years. The work on detecting

low-frequency noise sources as presented in this chapter was primarily undertaken

with Conor Mow-Lowry, with some input from Sheon Chua, and the modified co-

herent locking scheme was devised by Conor-Mow Lowry and Kirk McKenzie. The

modified coherent locking scheme was implemented by Sheon Chua.

• Chapter 9 - The LIGO Injection

In this chapter the details of the LIGO squeezed light source are introduced. The

cavity properties, including threshold and intra-cavity loss are given. The squeez-

ing produced by the LIGO cavity is presented and the results are discussed. The

integration of the squeezer into LIGO is briefly discussed but greater detail pertain-

ing to the integration of the squeezer will be presented in the PhD theses of Sheon

Chua and Sheila Dwyer as well as future papers. The squeezer was constructed

and tested by myself, Sheon Chua, Conor Mow-Lowry, Alexander Khalaidovski and

Sheila Dwyer at MIT. The LIGO squeezed light injection project was a large collab-

orative project, with too many people involved to mention them all, but particular

mention is made to Nergis Mavalvala, Daniel Sigg, Keita Kawabe, Sheila Dwyer and

Lisa Barsotti, who I worked most closely with during my time on this project. A

number of months were personally spent aiding in the integration of the squeezer

with the LIGO detector.

• Chapter 10 - Conclusions and Further Work

The conclusions from the work presented in this thesis are summarised. The future

work on integration of squeezed light into interferometric gravitational-wave detec-

tors that needs to be undertaken, in light of the work presented in this thesis, is then

discussed.

1.2 Publications

• M. Stefszky, C. Mow-Lowry, K. McKenzie, S. Chua, B. Buchler, T. Symul, D. Mc-

Clelland and P. K. Lam, “An investigation of doubly-resonant optical parametric

oscillators and nonlinear crystals for squeezing,” J. Phys. B: At. Mol. Opt Phys.

44, (2011).

• M. S. Stefszky, C. M. Mow-Lowry, S. S. Y. Chua, D. A. Shaddock, B. C. Buchler,

H. Vahlbruch, A. Khalaidovski, R. Schnabel, P. K. Lam, and D. E. McClelland, “Bal-
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Chapter 2

Background

In this chapter, gravitational-waves are introduced. The properties of gravitational waves

are briefly discussed and two methods for their detection, resonant bar detectors and

interferometric detectors, are detailed. The noise sources in interferometric detectors are

then listed and squeezed light is introduced as a solution to reducing the quantum noise

in interferometric detectors.

2.1 Gravitational-Waves

Since the advent of general relativity it is now common to consider the three space di-

mensions and one time dimension as part of a single manifold, known as space-time.

It was postulated by Albert Einstein early in the 20th century that accelerating masses

should release energy in the form of gravitational-waves, or ripples in space-time [6, 7].

These gravitational-waves oscillate perpendicular to the direction of propagation and act

to shrink space in one direction, whilst simultaneously expanding in the perpendicular

direction, as shown in Figure 2.1. The magnitude of these oscillations is incredibly small.

An extensive review of the various sources and the characteristics of these waves is given

in [8, 9]. By the time these waves propagate from their original sources and reach the

Earth, we might expect the largest gravitational-wave sources to have a strain amplitude,

hs, on the order of 10−20 [10], where strain is defined as the change in length, ∆l, over the

length, l, in question

hs ≡
∆l

l
. (2.1)

Many searches have been made [11, 12, 13], but direct detection of gravitational-waves

has yet to be achieved. However, strong evidence for their existence has been identified.

The binary pulsar system PSR 1913+16 was observed for many decades by Russell Hulse

and Joseph Taylor [14]. The point of closest approach between these two pulsars, the

periastron, was seen to decrease over the measurement time of 30 years. The decrease seen

agreed with the change in periastron predicted by Einstein’s theory of general relativity

with startling accuracy. The challenge now is to directly detect these waves and retrieve

from them the information that they carry about the systems from which they originated,

thus opening to door into gravitational-wave astronomy.

5
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1/4 Cycle 1/2 Cycle 3/4 Cycle Full Cycle

Figure 2.1: The effect of a gravitational-wave passing through a ring of free falling test masses.

As the wave passes (into the paper), space-time is stretched along one axis and compressed in the

orthogonal axis. This action oscillates at the frequency of the passing gravitational-wave.

2.2 Detecting Gravitational-Waves

The incredibly small amplitude of gravitational-waves makes their detection an overwhelm-

ingly challenging task. When Albert Einstein first postulated their existence early in the

20th century, there was conjecture, even from Einstein himself, as to whether these waves

were mathematical artefacts or whether they would theoretically able to be detected [15].

However, it was not long before people were devising various methods that should, in

theory, be capable of detecting the largest gravitational-waves here on Earth [16, 17].

2.2.1 Resonant Bar Detectors

Figure 2.2: AURIGA, cryogenically cooled resonant bar detector [18].

The first attempts at observing gravitational-waves were made by Joseph Weber in

the 1960’s [16]. Weber’s design was that of a resonant bar. Resonant bars work on the

principle that a gravitational-wave passing through it, with sufficient magnitude and the

correct frequency, will excite a resonance mode within the bar. The resonance frequency

of Weber’s bar was tuned to a frequency of around 1660Hz with a strain sensitivity of

approximately 10−17 1√
Hz

[19, 20]. The chance of detecting events with this detector was

incredibly small, due to its very narrow bandwidth, of 10s of millihertz [19] and limited
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sensitivity. Even now, the sensitivity of resonant bar detectors is limited to strains of

approximately 10−21 1√
Hz

, which is believed to be enough to detect only the strongest, and

as such the rarest, of sources. Bandwidths of a few hertz are typical in current resonant

bar detectors and up to a few kilohertz is attainable in resonant sphere systems, with

resonance frequencies typically in the kilohertz region or above [21].

2.2.2 Interferometric Detectors

An alternative method of detecting these waves, proposed by Thorne, Drever and Weiss

[22], began construction in 1992 [23], after many years of research into design choices and

various noise sources [24, 25, 26]. This new class of detector would use a laser interfer-

ometer design to increase both sensitivity and bandwidth over resonant bar designs. The

geometry was to resemble that of a typical Michelson interferometer with arm lengths of

4 km. The effect of a passing gravitational-wave on a Michelson interferometer is shown in

Figure 2.3. This interferometer is incredibly sensitive to path length differences in the two

arms and it is this property that would be used to detect gravitational-waves. The two

end mirrors are suspended such that they act as free falling test masses. A gravitational-

wave passing through the plane of the detector acts to increase the length of one arm by

displacing one of the test masses, whilst decreasing the length in the other. An overview

of interferometric gravitational-wave detector design is given in [27].

IN

OUT

IN

OUT

IN

OUT

IN

OUT

Interferometer Output Intensity

Figure 2.3: The effect of a passing gravitational-wave on a Michelson interferometer operating

in the middle of an interference fringe. A gravitational-wave passing through the interferometer

causes the length of the two arms to oscillate. This changes the relative phases of the laser fields

from the two interferometer arms, 1 and 2, resulting in modulation of the intensity of the output

field.

The detector shown in Figure 2.4, the Laser Interferometer Gravitational-wave Obser-

vatory (LIGO), is more sensitive and has a much larger bandwidth than current resonant

bar detectors. LIGO’s full detection band is from 10Hz to 10 kHz, which is also known

as the audio detection band. However, the the sensitivity of LIGO varies over this band.

The device is currently undergoing upgrades but during its last science run, the device

had a strain sensitivity of approximately 10−23 1√
Hz

at around 100Hz and greater than

10−22 from around 60Hz up to approximately 1 kHz [28]. The device in this state was

known as enhanced LIGO, further improvements are currently under way, with the next

generation to be known as aLIGO [29]. Looking for gravitational wave sources at frequen-

cies higher than these is not useful due to the fact that there is a limit as to how fast

the massive bodies producing these waves can move. In LIGO’s full detection band, the
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most promising source of gravitational-waves are the inspiral of massive bodies, such as

black holes and neutron stars, as well as the burst signature from supernovae, gravitational

radiation background and pulsars [10, 8]. A comprehensive overview of the properties of

these sources and how their magnitudes relate to the various detectors is given by Schutz

in [30] and the expected detection rates are presented in [31].

A network of detectors is necessary for both triangulation and increasing the confidence

of events [10]. The device in Figure 2.4 is one of two 4 km interferometers situated in the

United States. There is also a 3 km detector in Italy known as VIRGO [32] and another one

in Germany with an arm length of 600m known as GEO600 [33]. Together, these make

up the current network (although not all are currently in operation) of interferometric

gravitational-wave detectors.

Figure 2.4: The Laser Inteferometric Gravitational-wave Observatory (LIGO) in Livingston,

Louisiana.

2.3 aLIGO Noise Sources

Interferometric gravitational-wave detectors are sensitive to noise sources that either di-

rectly change the position of one of the test masses or noise sources that mimic such a

change. The aLIGO noise budget, as illustrated in Figure 2.5, shows that the expected

major contributing noise factors below approximately 100Hz are; thermal noise, seismic

noise and quantum noise. At these frequencies, the quantum noise is dominated by ra-

diation pressure noise. Above 100Hz, the dominant quantum noise source is shot noise,

resulting from photon counting error at the detector readout.

2.3.1 Low-frequency Noise Sources

Radiation Pressure Noise

It is expected in the next generation of interferometric gravitational-wave detectors that

seismic and thermal noise will be so small in the region from around 10Hz to 100Hz

that quantum noise will become the dominating source in this frequency regime. This

is shown in Figure 2.5. The quantum noise source in this frequency band is known as

radiation pressure noise. Photons reflecting off the end mirrors, or test masses, will impart
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Figure 2.5: The expected aLIGO sensitivity. Plot produced using GWINC, developed by the

LSC community.

a momentum kick to the mirror, conserving momentum in the collision. The momentum

imparted is proportional to the number of photons, and hence proportional to the intensity

of the incident field. If the intensity of the field were constant, then the constant stream

of photons hitting the mirror would impart momentum that would simply alter the free

resting position of the mirror. However, as the intensity of the field fluctuates, the position

of the mirror will also fluctuate. If the intensity noise were classical, then the radiation

pressure force felt by each test mass would be identical and this effect could be optically

subtracted at the beamsplitter. However, due to the quantum mechanical nature of light,

uncorrelated vacuum noise will be incident on each test mass. One can regard these

fluctuations as vacuum fluctuations entering the empty input port of the interferometer

beamsplitter [25], the same port where the interferometer output typically exits as in

Figure 2.3. This uncorrelated noise cannot be subtracted and will be detected, masking

the gravitational-wave signal. The radiation pressure error is written [34]

(∆Z)rp ≃
b~2πfτm
mc

(
Pτm
~2πf

) 1
2

er, (2.2)

where (∆Z)rp is the radiation pressure error, or uncertainty due to radiation pressure, b is

the number of bounces at each end mirror, τm is the measurement time, P is the optical
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power, f is the frequency of the laser light and ~ and c are the reduced Planck constant

and speed of light respectively. The squeezing factor, r, introduced in detail in § 3.5.3, is

a measure of the magnitude and angle of a squeezed state injected into the second input

port of the beamsplitter of the interferometer. By convention, a positive squeezing factor

implies the use of a phase squeezed state. Therefore, radiation pressure error is reduced

through injection of an amplitude squeezed state, with a negative r value, into the second

input port of the interferometer.

Radiation pressure noise is reduced by either decreasing the number of photons hitting

the mirror, decreasing the velocity imparted to the mirror by each photon, or by directly

reducing the uncorrelated noise. The number of photons can be reduced by decreasing

the circulating power by varying the parameters P, τm and b, the velocity imparted to the

mirror by individual photons is reduced by increasing the mirror mass, m, or reducing

the energy of the photons, f . The uncorrelated quantum noise can be reduced via the

introduction of an amplitude squeezed state. The effect of radiation pressure on a test

mass is shown in Figure 2.6. In Figure 2.6, the case where no laser field is incident,

No Light Incident Noiseless Laser Quantum Laser

i) ii) iii)

Figure 2.6: The effect of radiation pressure on a test mass for three cases: i) with no light

incident; ii) with a theoretical incident laser that has no classical or quantum noise; and iii) with

a laser that has quantum noise.

i), shows the test mass hanging freely. In the case of the completely noiseless laser, ii),

which cannot physically exist, the photons impart momentum to the mirror resulting in

a constant force. In the final case, there is a quantum noise limited laser source, a so

called coherent state, incident on the test mass. The incident laser field no longer has a

constant intensity, but rather fluctuates, a direct consequence of Heisenberg’s uncertainty

principle. The varying intensity imparts a varying force and the position of the mirror

fluctuates. The forces imparted to the test masses in the two arms are uncorrelated due

to the vacuum noise entering the second input port of the interferometer, resulting in a

noise source which cannot be subtracted.

Thermal Noise

Thermal noise causes mechanical expansion and contraction that changes the length of

the interferometer arms relative to one another. There are a few main sources of thermal

noise; the suspension wires or fibres that hold the test masses in place [35], the internal

motion of the test masses [36] and the thermal motion of the coatings on the optics [37, 38].

Using the fluctuation-dissipation theorem [39], the root power spectral density of thermally
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induced fluctuations on the test mass as read by the interferometer is written [37]

STh =
kBT

π2Ω2
Re{Y(Ω)}, (2.3)

where kB is Boltzmann’s constant, T is the temperature of the test mass, Ω is the frequency

of the fluctuations and Re{Y(Ω)} is the mechanical admittance of the test mass to a cyclic

pressure distribution that has the same form as the intensity profile of the interferometer

beam. This term can be calculated with knowledge of the mechanical loss angle of the

test mass response to the applied cyclic Gaussian pressure distribution [36].

One method of overcoming this noise source is to cool the masses. A new detector, to

be built in Japan, known as KAGRA (previously called LCGT) [40, 41], is planning to

use precisely this technique in order to minimise their thermal noise contribution, cooling

their test masses and fibre suspensions to tens of Kelvins [42]. The other method for

reducing thermal noise is to increase the quality factor and reduce the intrinsic loss of the

materials involved. In aLIGO, the thermal noise in the test masses is decreased through

the use of high quality factor fused silica test masses, the replacement of steel wires with

silica fibres, and the use of advanced coatings [43, 28, 37].

Seismic Noise

Below frequencies of tens of hertz, seismic noise limits the performance of ground based

detectors [44]. The magnitude of seismic noise increases rapidly at lower frequencies.

Seismic noise causes motion in the test masses, resulting in interferometer noise.

Significantly improved seismic isolation systems have been produced for aLIGO that

will reduce the coupling of seismic noise to test mass motion [45], but ultimately seismic

noise will limit the very low-frequency performance of ground based gravitational-wave

detection, below 10’s of hertz. One method of reducing seismic noise is to build a detector

underground, where seismic noise is reduced [46]. KAGRA is planned to be built under-

ground for this purpose and is expected to have a sensitivity of 10−23 or greater down to

50 or 60Hz depending upon the operating conditions [40]. Seismic noise can be bypasses

altogether operating a gravitational-wave detector in space. This is the goal of what was

originally called the Laser Interferometer Space Antenna (LISA) but is now known as

the New Gravitational-Wave Observatory (NGO) [47, 48]. The operational band of this

detector is expected to be from approximately 0.1mHz up to around 1Hz.

2.3.2 High Frequency Sensitivity

Shot Noise

In the high frequency region of the spectrum, frequencies above 100Hz, the noise is almost

entirely quantum in origin [49], as shown in Figure 2.5. All of the classical and technical

noise sources drop off as the frequency increases. The photons arrive at the photodetector

with a Poissonian distribution in the mean number of photons per unit time. The Fourier

transform of this distribution is white noise across the entire spectrum. The optical re-

sponse of the arm cavities shapes this noise source into that seen in Figure 2.5. The photon

counting error, or error due to shot noise, of a Michelson interferometer is given by [25],

(∆Z)pc ≃
c

4bπf

(
~2πf
Pτm

) 1
2

e−r, (2.4)
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where (∆Z)pc is the photon-counting error, or uncertainty due to shot noise, b is the

number of bounces at each end mirror, τm is the measurement time, P is the optical

power, f is the frequency of the laser light, r is the squeezing factor, and ~ and c are the

reduced Planck constant and speed of light respectively. As with Equation 2.2, a positive

squeezing factor, which in this case will result in a negative exponent, implies the use of

a phase squeezed state.

The strain sensitivity can be improved by increasing the values of b, f, l, P, or r. How-

ever, for each of these variables, increasing their values will eventually reach a practical

limit. Perhaps the simplest method of reducing the photon counting error is to increase

the optical power, P . However, increased power will eventually lead to thermal heating

issues [50] and, as shown in § 2.6, increases the radiation pressure noise. Likewise, increas-

ing the laser frequency requires investigation into new low loss materials and coatings and

the development of high-power laser sources at these frequencies.

Equation 2.2 shows that most of the processes that reduce the shot noise increase the

radiation pressure noise. This can be understood with a very simple principle. Error due

to shot noise is reduced with increased power, whereas error due to radiation pressure

noise increases with higher powers. Of note is that the same squeezing used to decrease

the photon counting noise, a positive squeezing factor, will act to increase the radiation

pressure noise. This is because squeezing in the phase quadrature results in anti-squeezing

in the amplitude quadrature, conserving Heisenberg’s uncertainty principle. The anti-

squeezing increases the noise in the amplitude quadrature, resulting in an increase in

the radiation pressure noise. Dependent upon the frequency band of interest and the

dominating noise sources at these frequencies, phase squeezing, amplitude squeezing, or

some squeezing angle between the two might be optimal. This is not made clear in the

presented equations for the error due to radiation pressure noise and shot noise. It is shown

in Figure 2.5 that radiation pressure noise dominates at low frequencies, and shot noise

dominates at high frequencies. Progress has been made on producing frequency dependent

squeezed states, which are squeezed in the amplitude quadrature at low frequencies, and

squeezed in the phase quadrature at high frequencies [51]. In this way, squeezing can

reduce the error due to both radiation pressure noise and shot noise in an interferometer

simultaneously.

Increasing Laser Power

Equation 2.4 shows that the effect of shot noise can be reduced by increasing the laser

power. The shot noise scales as the square root of the power of the optical field, whereas

the signal scales as the power, therefore, an increase of the laser power by a factor of

4 will increase the signal to noise ratio of a shot noise limited system by 3 dB. However,

increasing the laser power comes at a cost. Increased laser power results in larger radiation

pressure noise and increased thermal effects. First, thermal lensing [43], and eventually

parametric instabilities [52], will arise in the interferometer as the laser power is increased.

These unwanted effects will reduce the efficiency and perhaps even more importantly, the

stability of the detector.

The next generation of detectors will have the ability to operate at circulating powers

of up to 0.5MW. The original LIGO design had circulating powers of approximately

10 kW. The laser power in the initial LIGO setup was already large enough to require

compensation for thermal effects [53]. With increased laser power, aLIGO is expected

to require more sophisticated thermal compensation systems to ensure stable, reliable
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operation [54, 50, 43]. Eventually a limit will be reached where the laser power cannot be

increased, whilst maintaining reliable interferometer operation. It will then be necessary

to decrease the shot noise of the device through other means.

2.4 Quantum Enhancement

In order to improve the sensitivity of ground based gravitational-wave detectors for and be-

yond the next generation, methods will need to be introduced that are capable of reducing

the quantum noise in the interferometer without increasing the operational power. Many

such methods have been proposed, such as variational readout, quantum non-demolition

measurements and the use of squeezing [49]. Perhaps the simplest method is through

the use of squeezed states due to the fact that it is fully compatible with current detec-

tor designs (See Chapter 8. Some of the other quantum enhancement techniques require

complete redesigns of current interferometers.

2.5 Optical Squeezing

Optical squeezing is a means of reducing the quantum noise in a laser field, under cer-

tain conditions, below the standard limit. The usefulness of these states has been proven

in various applications such as spatial displacement measurements [55] and atomic spec-

troscopy measurements [56]. In 1981 Caves showed that the introduction of squeezing to

a Michelson interferometer was theoretically capable of improving the sensitivity of the

system [25]. However, squeezed states had not yet been produced, let alone ones that

were suitable for such an application. The first squeezed state, exhibiting a mere 7%

reduction in the shot noise at a measurement frequency of 422MHz, was observed in 1985

by Slusher et al. using a four wave mixing process [57]. For many years thereafter, a

multitude of systems were used to produce varying levels of squeezing [58]. A goal was set

by some members of the squeezing community to produce squeezed states with 10 dB of

quantum noise reduction down to frequencies as low as 10Hz [59, 49, 60]. Squeezing with

these properties would provide a substantial sensitivity enhancement to interferometric

detectors and would display squeezing across the entire detection band of ground based

detectors, marking a time when squeezing had matured to a point where the production

of squeezed states was a solved problem. This thesis presents the first measurements that

have achieved this 10 dB at 10Hz goal for squeezed light production.

2.5.1 Low-frequency Squeezing

Early squeezed states could not be used for interferometric gravitational-wave detection

due to the fact that they degraded at frequencies below a few MHz [61]. Recall that

Figure 2.5 shows that ground based detectors require squeezing in the audio-band, from

tens of hertz up to ten kilohertz. The majority of experiments aimed at producing low-

frequency squeezing have utilised the second order non-linearity in crystalline materials

placed in optical cavities to generate these states. Attempts were made in one of these

systems to recover the squeezing at low-frequencies by building two identical squeezers

and subtracting excess noise, and while it did improve the low-frequency performance,

this technique still only resulted in squeezing down to approximately 200 kHz [62].

The breakthrough was made when McKenzie et al. determined that the presence of a

bright seed field, traditionally used to control the phase of the squeezed state, was coupling
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noise into the state [63]. It was determined that removing the bright seed, resulting in what

is known as a vacuum squeezed state, should allow for the production of squeezed states in

the audio-band. However, new control techniques would need to be introduced to control

the phase of these squeezed states, which lack a coherent amplitude to use as a phase

reference. Using a technique called “quantum noise locking”, McKenzie et al. observed

squeezing down to frequencies of a few hundred hertz [63]. Below these frequencies it was

believed that beam pointing [64] and dust [65] were reducing the measured squeezing.

Progress was made regarding the control of these states. A new locking technique,

later called “coherent locking”, was developed in order to more stably control the vacuum

squeezed states [66, 67]. However, degradation in the squeezing was still seen at frequencies

below a couple of hundred hertz. In 2007 Vahlbruch et al. managed to measure large levels

of squeezing, up to 6.5 dB, down to frequencies as low as tens of Hertz. The improvement

was attributed to the reduction of parasitic interference (see § 8.3.4. A squeezing source

had now been produced that was able to deliver a reasonable magnitude of squeezing that

covered the complete frequency range of large scale interferometers. The demonstration

of more squeezing, particularly at lower frequencies, was still desirable and additionally,

the integration of squeezing into the detectors was a challenge that still needed to be

addressed.

2.5.2 Squeezing Enhancement of Interferometers

Figure 2.7: The squeezing experiment on the GEO interferometer. The squeezing is produced

on the table at the bottom of the picture and injected into the interferometer located inside the

vacuum chambers [68].

In the absence of low-frequency squeezing, the first experiments showcasing the im-

provement in sensitivity offered by squeezed states was demonstrated at higher frequencies.

In 1987 Xiao et al. showed sensitivity improvement in a squeezing enhanced interferometer

at a frequency of 1.6MHz [69]. In 2002, McKenzie et al. showed a sensitivity improvement

in a power-recycled squeezing enhanced Michelson interferometer at 5.5MHz. In 2008

Goda et al. [70] showed a 3 dB improvement in a prototype gravitational-wave detector

down to frequencies of tens of kilohertz. Only very recently has broadband improvement

been demonstrated in a large scale interferometer, GEO600 [68], the experimental setup
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of which is shown in Figure 2.7. Reduction in the shot noise of up to 3 dB was achieved

across the entire shot noise limited region, from frequencies of a couple of hundred of hertz

up to ten kilohertz. A duty cycle of 99% was achieved and the squeezing did not degrade

the performance of the detector at frequencies below hundreds of hertz. The squeezing

table is modular in design, meaning it can be switched off and the interferometer is able to

function as normal. This landmark achievement showed that squeezing is viable in large

scale interferometers to improve the high frequency sensitivity of the device. However,

a more sensitive device was needed to demonstrate the effect of squeezing on the lower

frequency region.

2.5.3 Squeezing in LIGO H1

The work presented in this thesis was part of an international collaboration, involving

the ANU, Caltech, the Max Planck Institute for Gravitational Physics and MIT, to inject

squeezing into the LIGO detector situated in Hanford, Washington State, in the United

States of America. Enhanced LIGO had just finished its sixth science run and the squeezed

light injection occurred as upgrades towards aLIGO were beginning [71, 29]. The enhanced

LIGO Hanford detector had two interferometers within its beam tubes, H1 and H2. H2 was

a shorter detector with arm lengths of 2 km and H1 had arm lengths of 4 km, which, along

with the LIGO Louisiana site, had the longest arm lengths of any current detector. These

two LIGO detectors were the most sensitive interferometers ever made. In particular,

their low-frequency sensitivity surpassed the performance of any other interferometer [72].

Figure 2.8 shows a picture of the squeezing table at the LIGO Hanford site.

Figure 2.8: The squeezing experiment at the LIGO site.

It was previously noted that squeezing has already been shown to be viable in the

GEO600 interferometric gravitational-wave detector [68]. The differentiating factors be-
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tween this experiment and the LIGO injection are that the squeezer itself was to be a

very different design (discussed in Chapter 6), and that the improved sensitivity of the

LIGO H1 interferometer at lower frequencies would allow for the investigation of noise

couplings at these frequencies. With the injection of squeezed light, it was also expected

that the sensitivity of the device would exceed that previously seen by any gravitational

wave detector.



Chapter 3

Quantum States of Light

This chapter introduces the formal description of the quantised electromagnetic field.

This will form the basis for an investigation into squeezed states and their application in

gravitational-wave detectors. First, the quadrature operators of the light field and their

uncertainty relation are introduced. From here the necessary properties of these states of

light and various methods of visualising these states are detailed. The effect of loss on

squeezed states is investigated and the standard method for detecting these states of light,

balanced homodyne detection, is analysed.

3.1 The Quantum Mechanical Electromagnetic Field

A quantum mechanical picture of light begins with quantization of the electromagnetic

field. The details of this procedure are not described here but can be found in [73]. The

result is that we can describe an optical mode, k, in terms of the annihilation and creation

operators, âk and â†k respectively, in much the same way that one can describe a quantum

harmonic oscillator [74]. As with the quantum harmonic oscillator, vacuum energy is

present for every optical mode k, which is this case is given by E = 1
2~ωk. A classical

description of the electromagnetic field does not include a description of these vacuum

modes, and as such they are a defining feature of the quantum mechanical description.

These vacuum fluctuations are the lowest energy state of the field and can be regarded as

the instantaneous creation of particle and anti-particle pairs. In order to measure quantum

mechanical states of light, including the vacuum state, it is first necessary to develop a

framework for describing them.

3.1.1 Quadratures

Electric fields are often written in complex form, given by E = Ceiωt, where C is the am-

plitude of the wave, ω is the angular frequency and E is the electric field [75]. In this form,

equations are often compact and easy to manipulate. However, in some situations, this is

not the most useful representation. The quadrature representation of the electromagnetic

field is an alternative method of describing the electromagnetic field. The operators aris-

ing form this description are Hermitian, and therefore observable in the lab, providing a

method by which quantum mechanical theories can be tested.

3.1.2 Quadrature Operators

The annihilation and creation operators, â and â† respectively, can be used to describe

the electromagnetic field but they are not Hermitian, and are therefore not observable. In

17
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order to relate measurements in the lab to the theory it is necessary to introduce Hermitian

operators. This is the role that the amplitude, X̂+, and phase, X̂−, quadrature operators

fulfil, they can be written [76]

X̂+ = â+ â† (3.1)

X̂− = i(â† − â). (3.2)

By definition, the amplitude quadrature operator is chosen to have an angle that aligns

with the coherent amplitude of the state. Under certain circumstances this can complicate

issues because the chosen reference frame may rotate. We can also write a more general

form of these operators

X̂θ = âe−iθ + â†eiθ, (3.3)

where θ is the angle of the field relative to a second field. The amplitude and phase

quadrature operators are particular cases of the general quadrature operator. For θ = 0

Equation 3.3 results in the amplitude quadrature operator and for θ = π
2 it returns the

phase quadrature operator. Provided that they are orthogonal to one another, which is

to say that there is a π
2 difference between the angles, θ, of the operators, any pair of

quadrature operators can be used to describe the various states of light.

3.2 The Heisenberg Uncertainty Principle

The uncertainty relation between the phase and amplitude quadrature operators can now

be determined. Heisenberg’s uncertainty principle for a pair of non-commuting observables

is given by

∆(Ĝ)∆(Ĥ) ≥ 1

2i
⟨[Ĝ, Ĥ]⟩, (3.4)

where ∆(Ĝ) and ∆(Ĥ) are the standard deviation in the observables Ĝ and Ĥ and ⟨[Ĝ, Ĥ]⟩
is the expectation value of the commutation relation of the Hermitian operators Ĝ and Ĥ.

The commutation relation between the two operators, Ĝ and Ĥ, is defined by

[Ĝ, Ĥ] = ĜĤ − ĤĜ. (3.5)

Using the boson commutation relations, [a, a†] = 1 and [a, a] = [a†, a†] = 0 [73], we can

now calculate the uncertainty relation for the any pair of orthogonal quadrature operators,

∆(X̂θ)∆(X̂θ+π
2 ) ≥ 1. (3.6)

Equation 3.6 is integral to the work presented in this thesis. In fact, it is direct

manipulation of this equality that describes much of the work presented.

3.2.1 State Variance

It is typically the variance of the observable in question which is measured in the lab and

not the standard deviation, as will be discussed in § 3.7.2. We define the variance, ∆2, of

an arbitrary operator Ĝ as,

V (Ĝ) = ∆2(Ĝ)

= (∆(Ĝ))2

= ⟨Ĝ2⟩ − ⟨Ĝ⟩2. (3.7)
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Notice that this also defines a relationship between the variances of the operators as

set by the Heisenberg uncertainty relationship,

∆2(X̂+)∆2(X̂−) ≥ 1. (3.8)

3.2.2 Minimum Uncertainty States

A minimum uncertainty state is defined as any state where Equation 3.8 is a strict equality.

A minimum uncertainty state can thus be written

∆2(X̂+)∆2(X̂−) = 1. (3.9)

A minimum uncertainty state is one in which no classical noise is present. It is not

uncommon to produce these states under certain conditions. For example, solid-state

lasers are often in this minimum uncertainty state at frequencies where the low-frequency

technical noise has rolled off. This typically occurs above a few megahertz. For example,

a typical Nd:YAG system might be in a minimum uncertainty state at 20MHz or lower

[77]. Another way of saying this is that above these frequencies, the performance of many

lasers is governed by Heisenberg’s uncertainty principle.

3.2.3 Squeezing Purity

Imperfect processes, such as loss, will result in an output state that is not a minimum

uncertainty state. We can define the squeezing purity, henceforth simply known as the

purity, of a state, P as a means of quantifying this loss (the effect of loss is shown in §3.6.
This value is not to be confused with the traditional quantum state purity [78], which is

not used in this thesis. The purity is written as

∆2(X̂+)∆2(X̂−) = P. (3.10)

A pure state will have a purity of P = 1, as does the vacuum. The value P , as

described here, increases as loss is introduced but will eventually begin to decrease as the

state approaches the vacuum state with very large losses [76]. This value is particularly

important for squeezed states, as it is a measure of the efficiencies of the processes used

to produce and measure the state. Excess noise in particular systems reduces Einstein-

Podolsky-Rosen (EPR) entanglement [79] and as such is a limitation to many entanglement

experiments [80, 81].

3.2.4 The Number Operator

The number operator, n̂, is defined by

n̂ = â†â. (3.11)

When operated upon a mode, ⟨α̂|n̂|α̂⟩, returns the average number of particles in the

mode. This operator is particularly useful when describing number, or Fock states. A

Fock state is a state of light where the number of photons in the state is well known. It

is particularly relevant to states with very small numbers of photons, such as the single

photon state. The number operator can be used when determining the power in a state

because the power is proportional to the number of photons.
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3.3 Linearisation

Linearisation of the creation and annihilation operators can be used, under appropriate

circumstances, to simplify calculations. The first order linearisation of the annihilation

operator is written

â(t) = α+ δâ(t), (3.12)

where α is the complex classical coherent amplitude and δâ(t) is the first order fluctuating

term. The same process can be repeated for the creation operator. Linearisation requires

that the average of the fluctuations in the field is zero and that the coherent amplitude of

the state of light is much larger than the first order fluctuation term. These requirements

are written

⟨δâ(t)⟩ = 0 (3.13)

| δâ(t) | ≪ | α | . (3.14)

It is also useful to linearise the number operator

n̂ = â†â

= (α∗ + δâ†)(α+ δâ)

= α2 + α(δâ+ δâ†) + δâ†δâ

≈ α2 + α(δX̂+) (3.15)

where the second order fluctuation term has been removed.

3.4 Representing the States of Light

In this section the ball-on-stick and sideband representations of the states of light are

introduced. These tools provide an intuitive way of visualising the various states of light.

3.4.1 Ball-on-Stick Representation

The ball-on-stick figure is the phase space diagram of the states of light. At a glance,

the coherent amplitude, α, the standard deviation of the quadratures on the axes, ∆(X̂θ)

and ∆(X̂θ+π/2), and the phase of the state, ϕ, can be identified. Figure 3.1 shows the

ball-on-stick representation for a coherent state, the details of which will be introduced in

§ 3.5.2. The ball-on-stick representation can be regarded as an ensemble of measurements

of the amplitude and phase of the state. Each measurement of the state is plotted against

the two quadratures and eventually, as many measurements are made, leads to the ball-

on-stick diagram. The noise in the state will produce the ball and the stick is drawn from

the origin to the average of these measurements. The length of the stick then defines the

coherent amplitude and the angle of the stick, the phase of the state.

3.4.2 Sideband Representation

The sideband represenation is complementary to the ball-on-stick representation. Any

modulation on some carrier field at some frequency, ∆, can be represented as sidebands

around the carrier field at a frequency separation of ∆ from the carrier. In this represen-

tation we move into the reference frame of the carrier. This means that when the sideband



§3.4 Representing the States of Light 21

X
θ+π/2^

X
θ^

α

φ

 ∆X
θ+π/2^

 ∆X
θ^

Figure 3.1: The ball-on-stick representation of a coherent state with coherent amplitude, α,

and phase, ϕ. The projection of the uncertainty ball onto the two axes indicates the standard

deviations, ∆(X̂θ,θ+π/2) of the two quadrature operators.

representation of a state is drawn, this figure is of a snapshot in time. If one were to draw

the representation at some later time, the figure will have evolved. Sidebands above the

carrier frequency rotate in one direction and sideband fields below the carrier rotate in the

opposite direction. These sidebands add together to modulate the carrier field and as such

it is the relative alignment of the sidebands at frequencies ∆ and −∆ that determine the

dynamics of the carrier at the frequency ∆. Figure 3.2 shows the sideband representation

for a coherent state.

ω

αφ

Re

Im

+∆

−∆

Figure 3.2: The sideband representation of a coherent state with coherent amplitude, α, and

phase, ϕ. Quantum noise in the state is represented by a cylinder of quantum sidebands spanning

the entire spectrum. The sideband pair at ±∆, which are above the quantum noise level, define

the motion of the carrier at the frequency ∆.

The quantum sidebands around the carrier frequency are equal in magnitude at all

frequencies and beat with the carrier field. This causes the length and phase of the carrier

field to fluctuate. If one were to take a slice of the sideband representation at a single
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frequency, the ball-on-stick diagram could be constructed from this information.

3.5 Introducing the States of Light

Now that the framework for describing and visualising various states of light has been

constructed, we can introduce the relevant states of light; the coherent state, the vacuum

state, the squeezed state and the squeezed vacuum state.

3.5.1 Vacuum State

X
θ^

 ∆(X         ) = 1
θ+π/2^

ω

Re

Im

a)a) b)

 ∆(X  )  = 1
θ^

X
θ+π/2^

Figure 3.3: The ball-on-stick a) and sideband b) representations of the vacuum state of light.

The vacuum state has no coherent amplitude, determined by operating on this state

with the number operator,

⟨0 | n̂ | 0⟩ = 0. (3.16)

Even though there is no coherent amplitude, the vacuum state is not free from fluctu-

ations. It is a minimum uncertainty state with equal noise in all quadratures,

∆(X̂+) = ∆(X̂−) = 1. (3.17)

These fluctuations are a consequence of the non-zero ground state energy of the quan-

tum harmonic oscillator. It is commonly referred to as zero-point energy or vacuum

fluctuations and can also be regarded as virtual particles. These fluctuations occur in

every possible optical mode and this has important ramifications when considering optical

loss, on squeezed states in particular.

3.5.2 Coherent State

The coherent state, |α⟩, can be produced through application of the displacement operator,

D̂, on the vacuum state

D̂(α)|0⟩ = |α⟩, (3.18)
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where the displacement operator is defined by

D̂(α) = e(αâ
†−α∗â). (3.19)

The representations of the coherent state are shown in Figure 3.4.
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Figure 3.4: The ball-on-stick a) and sideband b) representations of a coherent state of light with

phase θ and coherent amplitude α.

The coherent state is a minimum uncertainty state, and has the same noise properties

as the vacuum state,

∆(X̂+) = ∆(X̂−) = 1. (3.20)

The coherent state is also defined as having a coherent amplitude that is greater than

zero. An ideal laser source would produce a coherent state at all measurement frequencies.

However, technical limitations in the low-frequency regime tend to add additional classical

noise to the state. As mentioned in § 3.9, the lasers used in this work tend to be shot

noise limited above a couple of megahertz. This is analogous to saying that these lasers

produce coherent states above these frequencies.

3.5.3 Squeezed State

Squeezed states can be generated through the use of the squeeze operator, Ŝ(ρ), and the

displacement operator,

D̂(α)Ŝ(ρ)|0⟩ = |α, ρ⟩. (3.21)

The squeezing operator is defined by

Ŝ(ρ) = e
1
2
(ρ∗ââ−ρâ†â†) (3.22)

ρ = reiφ, (3.23)

where r ≥ 0 is known as the squeezing parameter and ψ is the angle of the squeezing.

The squeezing operator reduces the noise in some quadrature by a factor or e−r and



24 Quantum States of Light

increases it by a factor of er in the conjugate observable. The noise in the conjugate

quadrature is necessarily increased such that the Heisenberg uncertainty relation between

the two observables is not violated. A squeezed state of light is shown in Figure 3.5.
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Figure 3.5: The ball-on-stick a) and sideband b) representations of a squeezed state of light with

phase θ and coherent amplitude α. Correlated sideband pairs are represented by matching dashed

and/or dotted lines in b)

Note that squeezed states need not be minimum uncertainty states. In fact, any real

state will have some loss from any number of sources, such as scattering or absorption.

This loss will reduce the purity of these states, as discussed in § 3.6.

For an amplitude squeezed state, application of the number operator will yield

⟨α, ρ | â†â | α, ρ⟩ = sinh2(r) + |α|2. (3.24)

The variance of the quadrature is found to be

∆2(X̂+) = e−2r (3.25)

∆2(X̂−) = e2r. (3.26)

Inspection of the squeezing operator, Equation 3.22, shows that this operator acts to

create or destroy photons in pairs. In fact it is these pairs of photons that are the source

of squeezing.

Squeezed Vacuum States

Squeezed vacuum states are simply squeezed states with no coherent amplitude. However,

Equation 3.24 shows that the squeezing operation produces photons. The photons pro-

duced are correlated photon pairs. The angle of the squeezing is determined by how these

photon pairs align in the sideband representation. Whilst squeezed vacuum states have no

coherent amplitude, they are still sensitive to loss because the removal of these correlated

sidebands leaves more noisy vacuum fluctuations in its place. The various representations

of the squeezed vacuum state are shown in Figure 3.6.
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Figure 3.6: The ball-on-stick a) and sideband b) representations of a squeezed vacuum state of

light. Correlated sideband pairs are represented by matching dashed and/or dotted lines.

3.6 Squeezed State Loss

Input

A=α+δa

Vacuum

δv

η

Loss

η(δv)-  1-η(A)

Output

η(A)+  1-η(δv)
^

^

^
^

^

^
^

Figure 3.7: Modelling loss on an optical state. The power transmissivity of the beamsplitter, η,

can be regarded as the efficiency of propagation of the field.

Optical loss can occur from many different processes such as absorption, scattering and

transmission. Due to the presence of vacuum fields, the effect of loss on quantum states

can have a large impact. To understand loss, we model the process as a beamsplitter with

a power transmissivity of η, as shown in Figure 3.7. In this way, η can also be considered

as a measure of the efficiency of some process. An η value of 1 corresponds to no state

loss and the noise properties of the output of the process is equal to the input. The

beamsplitter can be regarded as having two input ports and two output ports. One of the

input ports has a bright field, A = α+ δa, and the second input port is the vacuum field,

δv̂. The output field is then the field that has passed through the beamsplitter and has

been attenuated by a factor of
√
η. The remaining field, labelled loss, is considered to be
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removed from the system and is unmeasurable, thus representing loss. The output field,

Âout is written

Âout =
√
ηÂ+

√
1− ηδv̂ (3.27)

If η is not unity then we couple noise from the vacuum field, δv, into the output via

beamsplitter power transmissitivity, η. In many situations this vacuum field is of little

consequence because the noise of the vacuum field is either identical to, or much less

than, the noise on the original input field. However, if the input field is squeezed then,

by definition, the noise on the vacuum field is greater. The squeezing measurable at the

output will now be less than the amount of squeezing that was measurable at the input

due to the added noise from the vacuum field. This effect is extremely important as the

loss of a system will set a hard upper bound on the improvement that squeezing can offer.

-1dB

-2dB

-3dB

-4dB

-5dB

-6dB

-7dB

-8dB

-10dB

-9dB

0dB

R
e

su
lt

in
g

 S
q

u
e

e
zi

n
g

 [
d

B
 R

e
l. 

S
h

o
t 

N
o

is
e

]

Squeezed State Loss  (1-η)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

-3dB

-6dB

-10dB

-100dB

Figure 3.8: The effect of loss on various initial squeezed states.

It is important to have an intuition of the effect of loss on squeezed states. Figure

3.8 shows the resulting squeezing from four different initial squeezed states after having

undergone various losses, (1 − η). The four initial squeezed states have 3, 6, 10, and

100 dB suppression of the quantum noise when compared to a field with equal intensity.

Along the y-axis it can be seen that, as expected, a value of η = 1, or no loss, results

in squeezing equal to that of the initial state. It can also be seen that with total loss of

the initial squeezed state, η = 1, all traces converge to 0 dB, or the vacuum shot noise set

by Heisenberg’s uncertainty principle. The 100 dB state, although currently impossible to

produce, illustrates the point that even with infinite squeezing, for a given loss there is

a maximum amount of squeezing that can still be measured. With a 50% loss, we can

only ever hope to measure 3 dB of squeezing, even if our original input state is infinitely

squeezed. At higher losses, the dependence on the initial amount of squeezing also tends

to be less important. With a 70% loss, a 6 dB initial state will result in a squeezing level

of just over 1.1 dB, whereas a 100 dB initial state will result in approximately 1.5 dB.

Another way of looking at this is to consider what happens to a pure squeezed state

after undergoing various levels of loss. The ball-on-stick representation of this situation
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is illustrated in Figure 3.9. The resulting states after a pure, 10 dB squeezed state has

undergone power losses of 25, 50, 75 and 100 percent are shown. Figure 3.9 shows that

loss results in degradation of the squeezing, and also gives a feeling for the rate at which

the squeezing and anti-squeezing degrades.

 X
+^

75%
50%

25%
0%

100%

X
-^

Figure 3.9: The effect of power losses of 25, 50, 75 and 100 percent on an initial pure 10 dB

squeezed state are shown.

3.7 State Measurement

States of light are typically measured using a photodetector, consisting of a photodiode

and a trans-impedance gain stage, and the resulting signal is then observed on either a

spectrum analyser or an oscilloscope. The photodetector is shown in Figure 3.10.

+V

g

Signal|α> = α + δa out
^

Figure 3.10: Detection of a an optical state, |α⟩, with a photodetector. This simple photodetector

consists of a photodiode and a trans-impedance gain stage.

Ideally, the photodiode provides a one-to-one conversion of photons into electrons. Due

to this, the photocurrent, i, immediately after the photodiode follows the intensity of the

input field. The gain stage then converts this current signal into a voltage signal, with an

amplification factor of g Ohms, resulting in

Signalout = gi

= g(α+ δa)(α∗ + δa†)

≈ g(α2 + α(δX̂+(t))). (3.28)
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3.7.1 Oscilloscope Measurements

Oscilloscopes are a means of measuring voltages in the time domain. Equation 3.28 is a

voltage signal and hence oscilloscopes directly measure this value. The signal consists of

a DC term proportional to the intensity, α2, and a scaled fluctuation term, α(δX̂+).

3.7.2 Spectrum Analysers

In contrast to the oscilloscope, a spectrum analyser provides measurements in the fre-

quency domain. It measures the variance of the input voltage signal for the frequency

band in question. This variance in the voltage is proportional to the intensity spectrum

of the incident laser field. For the output of our photodetector, given by Equation 3.28,

we find

V (Signalout) ≈ g(α2 + α(δX̂+(t))

= g2α2V (X+(t)), (3.29)

which is found making use of the identity,

V (aX + b) = a2V (X). (3.30)

We can then transform this into the frequency domain to determine the signal measured

with the spectrum analyser.

V (Signalout(ω)) = g2α2V (X̌+(ω)), (3.31)

where the caron, or inverted hat, is used to signify operators in the frequency domain.

The final step is to then determine the variance of the amplitude quadrature operator in

the frequency domain. Using linearisation we can write

V (X̌+(ω)) ≡ ∆2(X̌+)

= ⟨(X̌+)2⟩ − ⟨X̌+⟩2

= ⟨(ǎ+ ǎ†)2⟩ − ⟨ǎ+ ǎ†⟩2

= ⟨(α+ δǎ+ α∗ + δǎ†)2⟨−⟨α+ δǎ+ α∗ + δǎ†⟩2

= ⟨(δǎ+ δǎ†)2⟩
= ⟨(δX̌+)2⟩. (3.32)

The variance for the phase quadrature operator is found in much the same way

V (X̌−(ω)) ≡ ∆2(X̌−)

= ⟨(X̌−)2⟩ − ⟨X̌−⟩2

= ⟨(i(δǎ† − δǎ))2⟩
= ⟨(δX̌−)2⟩. (3.33)

3.8 Balanced Homodyne Detection

Loss is one limitation to the measurement of many of these quantum states of light but

the measurement itself is also a complicated issue. Measuring the quantum noise in these
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states requires that all classical noise terms, such as laser intensity noise and electronic

noise, are reduced to a level well below the noise level of interest (This is discussed in

detail in § 8.3.1). In the case of squeezed light, where the noise in some quadrature may

have been reduced by even more than one order of magnitude below the shot noise limit,

achieving the required suppression of classical noise is non-trivial. A measurement system

that allows for the detection of any general quadrature, including the amplitude and phase

quadratures, is also necessary in order to fully characterise the measured states. All of

these conditions can be met using the balanced homodyne detector [82], illustrated in

Figure 3.11.
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Figure 3.11: The idealised balanced homodyne detector. The signal and the local oscillator (LO)

fields are both incident on the beamsplitter, of power transmissivity ηbs = 0.5, and the two output

fields are detected on separate photodetectors, PD1 and PD2.

In the balanced homodyne detector the weak signal field, whose noise properties one

wishes to measure, and a bright local oscillator (LO) field, used to amplify and probe the

signal field, interfere on a beamsplitter with a power transmissivity of ηbs, which is ideally

50%. Using linearisation (§ 3.3) the signal field is labelled as Â = αa + δâ and the local

oscillator field as B̂ = αb + δb̂, where the subscripts a and b on the coherent amplitudes,

α, are used to distinguish between amplitudes of the signal and local oscillator fields

respectively.

The fields incident on the two photo-detectors, Ĉ and D̂, are written

Ĉ =
√

1− ηbsÂ+
√
ηbsB̂ (3.34)

D̂ =
√
ηbsÂ−

√
1− ηbsB̂. (3.35)

Here we will ensure that the coherent amplitude terms of the fields are real by sepa-

rating the relative phase between the two fields into a phase term, B̂, where B̂ = B̂eiθ.

We can now write

Ĉ =
√

1− ηbsÂ+
√
ηbsB̂e

iθ (3.36)

D̂ =
√
ηbsÂ−

√
1− ηbsB̂e

iθ. (3.37)
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Assuming that the photodetectors are perfect, every photon hitting the detectors will

result in an electron at the output of the detector. The photocurrent produced by PD1 is

equal to Ĉ†Ĉ and the photocurrent from PD2 is equal to D̂†D̂. The two photocurrents,

i1 and i2 can then be written,

i1 = Ĉ†Ĉ

= (1− ηbs)Â
†Â+ ηbsB̂

†B̂ +
√
ηbs(1− ηbs)(Â

†B̂eiθ + B̂†Âe−iθ) (3.38)

i2 = D̂†D̂

= ηbsÂ
†Â+ (1− ηbs)B̂

†B̂ −
√
ηbs(1− ηbs)(Â

†B̂eiθ + B̂†Âe−iθ). (3.39)

As shown in Figure 3.11, the output of the homodyne detector is then the resulting

signal when these two photocurrents are subtracted. The result is

i1 − i2 = (1− 2ηbs)Â
†Â+ (2ηbs − 1)B̂†B̂ + 2

√
ηbs(1− ηbs)(Â

†B̂eiθ + B̂†Âe−iθ). (3.40)

Utilising the linearisation technique described in § 3.3 allows for simplification of some

of the terms in Equation 3.40. We begin by recalling that the problem was constructed

such that the coherent fields are real, and we choose to drop terms of second order. Using

these simplifications we can write

Â†Â ≈ (α∗
a + δâ†)(αa + δâ)

≈ α2
a + αbδX

+
A (3.41)

B̂†B̂ ≈ (α∗
b + δb̂†)(αb + δb̂)

≈ α2
b + αbδX

+
B . (3.42)

where δX+
A = δâ+ δâ† is the amplitude quadrature operator for the field Â, and δX+

B =

δb̂ + δb̂† is the amplitude quadrature operator for the field B̂. Making use of Equations

3.41 and 3.42 we can now simplify Equation 3.40, resulting in

i1 − i2 ≈ (1− 2ηbs)(α
2
a + αaδX

+
A ) + (2ηbs − 1)(α2

b + αbδX
+
B ) +

2
√
ηbs(1− ηbs)[(α

∗
a + δâ†)(αb + δb̂)eiθ + (α∗

b + δb̂†)(αa + δâ)e−iθ].

(3.43)

This can be rewritten (using various trigonometric identities on the exponential terms)

as

i1 − i2 ≈ (1− 2ηbs)(α
2
a + αaδX

+
A ) + (2ηbs − 1)(α2

b + αbδX
+
B ) + 2

√
ηbs(1− ηbs)×[

2αaαbCosθ + αa

(
δX̂+

BCosθ − δX̂−
BSinθ

)
+ αb

(
δX̂+

ACosθ + δX̂−
ASinθ

)]
.

(3.44)

It is typically required that the local oscillator field strength, αb, is much brighter than

the signal field in order to suppress the noise from the local oscillator. For most of the

work presented in this thesis the signal field is a vacuum squeezed state, with no coherent

amplitude, and hence this condition is easily met. This condition allows us to remove all
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terms that do not contain the coherent amplitude of the LO field, αb, resulting in

i1 − i2 ≈ (2ηbs − 1)(α2
b + αbδX

+
B ) +

2
√
ηbs(1− ηbs)

[
2αaαbCosθ + αb

(
δX̂+

ACosθ + δX̂−
ASinθ

)]
. (3.45)

If we now assume that our beamsplitter ratio is exactly 50% we completely subtract

the contributions from the local oscillator field and Equation 3.45 simplifies to

i1 − i2 ≈ 2αaαbCosθ + αb

(
δX̂+

ACosθ + δX̂−
ASinθ

)
. (3.46)

It is worth taking a moment and considering the ramifications of this equation. The

first term, 2αaαbCosθ, is a DC term that describes the interference between the two fields

as the phase of the local oscillator, θ, is varied. If the two fields are in exactly the same

spatial mode then this term will completely vanish, given an appropriate value for θ. In

practice, however, the two fields are never perfectly matched in shape and size and hence

this term will not completely vanish. The overlap between the two fields can be quantified

using the visibility of the balanced homodyne detector, which will be introduced in § 3.8.1.
The remaining terms are the quantum noise terms. The quantum noise terms have

been “amplified” by the coherent amplitude term of the LO field, which we see occurs

without adding any noise from the LO field in the case of perfect subtraction. This gain

factor allows us to measure vanishingly small quantum noise terms on the signal field. It

is also evident that as the phase of the LO field is varied, the noise seen at the output

is some mixture of amplitude and phase quadratures. The balanced homodyne detector,

by varying the phase of the LO, works as a measuring device for any general quadrature

operator that we wish to measure, allowing us to fully characterise the noise characteristics

of any state.

3.8.1 Balanced Homodyne Detector Fringe Visibility

The visibility of the homodyne detection system is a measure of the overlap between the

signal and local oscillator fields. In order to achieve complete destructive or constructive

interference the waist size and waist position of the two fields must be exactly the same.

If this is not the case then the wavefronts will not match and the same phase relationship

will not be kept over the entire beam. The visibility is a way of quantifying the spatial

mode mismatch between the signal and LO fields and is given by

V =
IMax − IMin

IMax + IMin
. (3.47)

IMax is the maximum intensity seen as the phase is varied, which corresponds to

constructive interference, and IMin is the minimum intensity measured, corresponding to

destructive interference. The values are determined by ensuring that the power of the

local oscillator and signal fields are first equal. The phase of the local oscillator is then

swept whilst examining the output DC term on an oscilloscope.

It can be shown that the fringe visibility is equivalent to optical loss on the signal field

[83]. If the equivalent loss due to an imperfect fringe visibility is given by ηvis, it can be

defined as

ηvis = V2. (3.48)
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It is perhaps not surprising that an inefficient spatial overlap between these two fields

is equivalent to a loss on the signal field. Equation 3.46 shows that the noise terms from

the signal field are amplified by the coherent amplitude of the LO field. If some part of the

signal field does not overlap then it will not receive this gain and will be unmeasurable,

thus acting as a loss source.



Chapter 4

Generation of Squeezed States

This chapter begins by discussing the various methods for producing squeezed states and

from there looks at a brief history of squeezing results from cavity systems utilising the

second order non-linearity from various materials. The second order process is then de-

scribed in detail. First, the photon interaction in second harmonic generation is detailed,

followed by the optical parametric amplifier and optical parametric oscillator systems.

From there, some of the technical issues present in these systems are discussed such as

phase matching and intra-cavity dispersion.

4.1 Methods of Squeezed State Production

The first observation of squeezed states was achieved by Slusher et al. using a four wave

mixing process involving Na atoms in a gas cell [57]. Since then, optical squeezing has

been produced in many systems, such as vapour cells [84] and fibres [85]. For many

years there was no system that clearly outperformed the others [58], however, one of

the stronger performers over the years has been the below threshold optical parametric

oscillator (OPO) [58]. Additionally, the parameters of the optical cavity can be tuned for

the specific application, providing flexibility. As opposed to three wave mixing processes

such as those present in fibre or vapour squeezing, the strength of the second order non-

linear interaction, χ(2), utilised in the OPO is very strong. These properties result in

the OPO being a versatile, reliable source of squeezing and currently holds the record

for squeezing magnitude, of 12.7 dB [86], and low-frequency performance, 10 dB at 10Hz

[87]. These low-frequency results are presented in Chapter 8. However, squeezing results

generated with four-wave mixing experiments are also progressing [88, 89].

4.1.1 History of Optical Parametric Oscillator and Amplifier Perfor-
mance

A short list of relevant landmark squeezing results from optical cavity systems and some

of the details of the systems used to produce these results are shown in Table 8.14.

Table 8.14 shows that the highest level of squeezing measured to date is 12.7 dB at a

measurement frequency of 5MHz [86]. This was achieved in a singly resonant monolithic

Periodically Poled Potassium Titanyl Phosphate (PPKTP) cavity. The largest magnitude

of squeezing at the lowest frequency is 10 dB at 10Hz and was achieved in 2012 in a

doubly resonant bow-tie cavity also using PPKTP. This work is presented in § 8.4.5. The

same work, presented in this thesis showed squeezing of 11.6 dB down to 200Hz. Two of

the most influential results were the first to observe squeezing at audio frequencies, and

the first to achieve a suppression of the shot noise by an order of magnitude. The first

33
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Year Group Mag. Freq. Cavity λ [nm] Material

1986 Wu et al. [90] 3 dB 1.8MHz Linear 532 & 1064 MgO:LN
1992 Polzik et al. [91] 6.0 dB 1.4MHz Bow-Tie 856 KNB
1992 Ou et al. [92] 3.6 dB 1.1MHz Bow-Tie 540 & 1080 KTP
1996 Schneider et al. [93] 4.3 dB 5MHz Hemilithic 1064 MgO:LN
1998 Schneider et al. [94] 6.5 dB 6.5MHz Hemilithic 1064 MgO:LN
1999 Lam et al. [95] 7.1 dB 3MHz Monolithic 1064 MgO:LN
2002 Bowen et al. [62] 2.5 dB 220 kHz Hemilithic 1064 MgO:LN
2004 McKenzie et al. [63] 2.0 dB 500Hz Hemilithic 1064 MgO:LN
2006 Suzuki et al. [96] 7 dB 1MHz Bow-Tie 860 PPKTP
2007 Takeno et al. [97] 9 dB 1MHz Bow-Tie 860 PPKTP
2007 Goda et al. [60] 7.4 dB 2 kHz Linear 1064 PPKTP
2007 Vahlbruch et al. [98] 10 dB 5MHz Monolithic 1064 MgO:LN
2010 Mehmet et al. [99] 11.5 dB 5MHz Monolithic 1064 MgO:LN
2010 Eberle et al. [86] 12.7 dB 5MHz Monolithic 1064 PPKTP
2011 Khalaidovski et al. [100] 9.5 dB 3 kHz Hemilithic 1064 PPKTP
2011 Mehmet et al. [101] 12 dB 60 kHz Hemilithic 1550 PPKTP
2011 Chua et al. [102] 8.6 dB 10Hz Bow-Tie 1064 & 532 PPKTP
2012 Stefszky et al. [87] 10 dB 10Hz Bow-Tie 1064 & 532 PPKTP

Table 4.1: A brief list of relevant squeezing results, pioneering squeezing in terms of magnitude,

frequency, cavity design and/or wavelength. The magnitude of the squeezing given (Mag.) is the

directly observed squeezing level, with no corrections for imperfect detection efficiencies. The λ

column indicates the wavelengths resonant in the squeezer, where finesses greater than 5 are con-

sidered resonant. The materials used by the various groups are labelled; Magnesium Oxide doped

Lithium Niobate (MgO:LN), Potassium Niobate (KNB), Potassium Titanyl Phosphate (KTP) and

Periodically Poled Potassium Titanyl Phosphate (PPKTP).

audio frequency squeezing was achieved in 2004 by McKenzie et al. in a singly resonant

hemilithic cavity using MgO:LN [63]. The first directly observed 10 dB of squeezing below

the shot noise level was achieved by Vahlbruch et al. in 2007 using a singly resonant

monolithic MgO:LN cavity [98].

4.2 The Second Order Non-linearity

The OPO utilises the relatively strong second order non-linear interaction, χ(2), in order

to produce squeezing. We can write the induced polarisation, P⃗ , in a non-linear dielectric

medium due to an external electromagnetic wave, E⃗, as

P⃗ = ε0(χE⃗ + χ(2)E⃗2 + χ(3)E⃗3 + . . . ), (4.1)

where the χ(x) terms are the various orders of the non-linear susceptibility and ε0 is the

electric permittivity of free space. The third order susceptibility, χ(3), is typically orders

of magnitude lower than the second order term. It is responsible for four-wave processes

such as the Kerr effect, third harmonic generation and self phase modulation [103]. The

second order interaction can be used to drive processes such as second harmonic generation

(SHG), optical parametric amplification (OPA) and optical parametric oscillation (OPO).
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4.3 Second Harmonic Generation

The simplest of these processes is second harmonic generation, or SHG, and as such is a

good introduction to the other non-linear processes. Here, only the photon interactions,

and as such the energy conservation requirements, are investigated. Consideration of

momentum conservation is left until § 4.5. SHG is an up-conversion process, meaning that

photons at a lower frequency, ω, combine to produce photons at a higher frequency, in

this case at 2ω. It was first experimentally achieved in 1961 by Franken et al. [104]. We

can write

ωsh = ω + ω, (4.2)

where ωsh is the frequency of the second harmonic field and ω is the angular frequency

of the fundamental field. This process is shown in Figure 4.1. These systems are often

placed inside a resonator such that the fundamental field undergoes many passes through

the material, substantially improving the conversion efficiency.

Fundamental ω

Fundamental ω

2ω 

Second

Harmonic

Figure 4.1: The SHG system. Two photons at frequency ω combine to produce one photon at

frequency 2ω.

4.4 Downconversion Processes

Downconversion processes are ones in which pump photons are converted into lower energy

photons. Although the basic setup is similar, we can identify three different downconver-

sion modes of operation for our system, depending upon how the process is seeded. These

are the degenerate optical parametric amplifier, the non-degenerate optical parametric

amplifier, and the optical parametric oscillator. These various modes of operation are

integral in squeezed state production from a second order system.

4.4.1 The Degenerate Optical Parametric Amplifier

It is often easier to first consider the more intuitive case of the DOPA before moving onto

describing the processes in the OPO. The difference between the two, as shall soon be

made clearer, is the presence of a bright seed field. The OPA is capable of producing

exotic quantum states of light but in this instance we will only investigate the classical

behaviour. The quantum behaviour will follow in the treatment of the OPO.

Figure 4.2 depicts the DOPA and the processes involved. The presence of the seed

field, also known as the signal field, can be thought of as a catalyst for the reaction of the

pump photon downconversion. In the DOPA these two frequencies are equal. We write
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Pump 2ω

Seed ω
Ampli!ed

Seed
ω

ω

ω

Figure 4.2: The degenerate optical parametric amplifier (DOPA). The system is driven with a

pump field at frequency 2ω and a seed field at frequency ω. Inside the non-linear medium, the

presence of a seed photon causes the pump photon to split into two photons of frequency ω, thus

amplifying the seed field.

for the energy, E, of the process,

E ∝ ωpump = ω + ω. (4.3)

An idealised picture of the process is shown. In reality, only a portion of the pump

photons will undergo the downconversion process. The remaining light will exit the system

and is known as the residual pump. In many applications, the portion of the pump that is

converted is very small due to the relative magnitude between the seed and pump fields,

and an approximation is made that the power of the pump field is constant. Conservation

of momentum must also be achieved and this is done through a technique known as phase

matching, introduced in § 4.5.

Explicitly writing the origin of the two incident fields at angular frequencies of ω and

2ω as ωpump and ωseed respectively, the combined field present on the non-linear dielectric,

E⃗inc(t), can thus be written

E⃗inc(t) = E⃗seede
−iωseedt + E⃗pumpe

−iωpumpt + E⃗∗
seede

iωseedt + E⃗∗
pumpe

iωpumpt. (4.4)

If we look at only the second order term from Equation 4.1 then we can investigate

the second order processes involved. Dropping the vector notation on assumption that the

two fields are co-propagating we can write

χ(2)E2
inc(t) = χ(2)[EseedE

∗
seede

−i2ωseedt + EpumpE
∗
pumpe

−i2ωpumpt +

2EseedEpumpe
−i(ωseed+ωpump)t +

2EseedE
∗
pumpe

−i(ωpump−ωseed)t +

2(|Eseed|+ |Epump|)]. (4.5)

In the DOPA, the term we are interested in is the difference frequency generation term

2EseedE
∗
pumpe

−i(ωpump−ωseed)t, (4.6)

which describes the process of amplifying the field at ωseed as seen in Equation 4.3.

4.4.2 The Non-Degenerate Optical Parametric Amplifier

The NDOPA can be used to create exotic states of light, particularly in cases where one

might wish to separate the two output modes, such as separable entangled states [105, 106].
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Here we only investigate the classical behaviour of the NDOPA. In this case, the frequency

of the seed field is shifted from half of the pump frequency by an amount δ.

Pump 2ω

Seed ω+δ Ampli!ed

Signalω+δ

ω+δ

ω−δ Generated

Idler

Figure 4.3: The non-degenerate optical parametric amplifier (NDOPA). The system is driven with

a pump field at frequency 2ω and a seed field at frequency ω+δ. Inside the non-linear medium the

presence of a seed photon causes the pump photon to split into two photons of frequency ω+δ and

ω − δ. This amplifies the seed field but also creates a second field, the idler or generated sideband

field.

We see that the defining feature is the generation of the idler field. This field is

generated much in the same way as in the DOPA 4.6. The idler field has the same

frequency separation as the signal from the carrier, δ, but with a negative sign. This

results in a beat signal at the frequency 2δ.

E ∝ ωpump = ω + δ + ω − δ. (4.7)

The classical behaviour of the NDOPA is important to the work presented in this

thesis because it describes the coherent locking scheme, introduced in § 7.4. This scheme

is used to control the vacuum squeezed states produced. In contrast to the DOPA, it is

also shown in § 7.4 that the phase of the pump in this system does not affect the output

field at the seed frequency, but instead alters the phase of the generated idler field relative

to the seed.

4.4.3 The Optical Parametric Oscillator

The optical parametric oscillator can be regarded as an OPA with no bright seed field,

or perhaps more informatively, as having a vacuum seed. The OPO is driven by this

vacuum seed and by the pump field at 2ω. Vacuum fluctuations can be thought of as the

spontaneous production of particle and anti-particle pairs that come into existence and

swiftly annihilate. We can imagine that one of these particles seeds the OPO in exactly

the same way as the classical seed does, resulting in the downconversion of a pump photon

into a photon at the virtual particle frequency, δ, and a photon into the corresponding

frequency necessary to conserve energy.

E ∝ ωpump = δ + (2ω − δ). (4.8)

If we look at the non-linear response of the system then the relevant term is again the

difference frequency generation

2EvacseedE
∗
pumpe

−i(ωpump−ωvacseed)t (4.9)
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where the seed field is now replaced with a vacuum seed term, Evacseed. It has previously

been mentioned that vacuum fluctuations can be regarded as the creation and annihilation

of virtual particle pairs. It has also been mentioned that vacuum fluctuations exist at all

frequencies and all spatial modes. What this means is that the vacuum seed frequency

term, ωvacseed, in Equation 4.9 is constantly changing as a consequence of quantum me-

chanics. At some point in time the vacuum fluctuation will cause the pump photon to

down-convert to a photon pair with some random frequency separation from the carrier.

At the next instant in time, the photon pair will be created with a different frequency

separation, but always conserving energy. In this way, the vacuum seed acts to populate

all frequencies with these photon pairs. These photon pairs, seeded by the vacuum itself,

reduce the quantum noise in the output field and are the source of squeezing.

A list is made detailing the important properties of this system that define the pro-

duction and the spectral shape of the squeezing that exits the OPO system.

• Squeezing originates from the production of these sideband pairs. These pairs replace

the vacuum fluctuations and tend to align in some quadrature and cancel in the

orthogonal one. The quadrature where they cancel, and hence where the noise is

reduced, is the squeezed quadrature.

• The alignment of the generated sidebands from these photon pairs is a function of

the phase of the pump. Hence, relative to a carrier field, we can rotate our squeezing

quadrature by rotating the phase of the pump.

• The squeezing as it is produced is equal at all frequencies, limited only by the phase

matching range of the material. This is because the vacuum fluctuations are white,

existing at all frequencies with equal magnitude. However, the OPO consists of a

non-linear medium inside an optical cavity and the optical cavity will shape the

squeezing through its spectral response.

• Squeezing is centred around the fundamental frequency. This is because the photon

pairs are centred about half of the pump frequency due to conservation of energy.

Figure 4.4 shows the conceptual process of the OPO. Comparison with Figure 4.2

shows that the two systems share similarities.

Pump 2ω

Vacuum δ Upper

Sideband
δ

2ω−δ Lower

Sideband

Correlated

Sideband Pair

Figure 4.4: The optical parametric oscillator (OPO). The system is driven with a pump field

at frequency 2ω and seeded by the vacuum field. Inside the non-linear medium the presence of a

virtual photon causes the pump photon to split into two photons of frequency δ and 2ω − δ. This

process creates photon pairs across all frequencies.
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4.5 Phase Matching

In the previous section, the various non-linear systems and the photon interactions which

take place were introduced. Energy conservation was introduced but another quantity also

has to be conserved, momentum. The technique of conserving the momentum is known as

phase matching. The origin of phase mismatch is dispersion within the non-linear medium.

In order for phase matching to occur, the wave vector of the pump field must be equal to

twice the wave vector of the seed field, which can be written

k⃗pump = 2k⃗seed, (4.10)

where k⃗pump is the wave vector of the pump field and k⃗seed is the wave vector of the seed

field. The process typically occurs in a non-linear medium that has been placed inside an

optical cavity. The two fields are thus co-propagating and the directional information is

not important. We can then write

npump ωpump

c
= 2

nseed ωseed

c
, (4.11)

where npump and nseed are the refractive indices experienced by the pump and seed fields

respectively and c is the speed of light in a vacuum.

Using Equation 4.2 we can simplify this to indicate that in order for phase matching

to occur, the refractive index of the pump and seed fields must be equal. We can write

npump = nseed. (4.12)

The refractive index of the pump field is typically not equal to the refractive index

of the seed field and so the phase relationship between the two fields varies, reducing

the efficiency of the non-linear processes. Clever techniques are used to ensure that phase

matching is satisfied. Figure 4.5 shows the phase relationship between a fundamental wave

and its harmonic for the phase matched case and the phase mismatched case, respectively.

In the phase matched case, a), the waves have a constant phase relationship whilst in

the case where they are not phase matched, b), the waves do not maintain a constant

relationship.

a) b)

Figure 4.5: Two waves at ω, red, and 2ω, green, when the waves are phase matched a) and phase

mismatched b).

We can also illustrate phase matching using a simple phasor diagram. Figure 4.6

shows the resultant second harmonic field in an SHG setup for the phase matched a),

quasi-phase matched b) and phase mismatched c), cases. In the phase matched case, a),

the wave vectors of the second harmonic and fundamental fields match (See § 4.5.1. In the

quasi-phase matched case, b), the wave vectors do not match but periodic poling, marked

by the dotted lines, ensures that the process does not reverse (See § 4.5.2). In the final
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case, c), where the waves are phase mismatched, the energy oscillates between the second

harmonic and fundamental fields.

a)a) b) c)
E
2ω

E
2ω

E
2ω

Figure 4.6: Phasor diagrams showing the generated second harmonic field, E2ω in the phase

matched, a), quasi-phase matched, b), and phase mismatched cases in an SHG setup.

4.5.1 Birefringent Phase Matching

One technique commonly used to achieve phase matching is birefringent phase matching,

illustrated in Figure 4.6. The non-linear mediums used in these non-linear systems are

often birefringent. This is in part due to the fact that the crystal has to lack inversion

symmetry in order to exhibit the second order non-linearity [75]. The two fields will

ordinarily experience non-equal refractive indices depending upon which crystal axis they

are polarised along. Rotating the angle of polarization can give any refractive index

between the refractive index of the ordinary and the extraordinary axis. These values

can be altered by increasing the temperature of the crystal as described by the Sellmeier

equation for the material. A crystal cut is then found where varying the angle of the input

fields and the temperature of the crystal, will result in an operating regime where their

refractive indices match.

The disadvantage to birefringent phase matching is that the angle where phase match-

ing occurs is typically not in the direction of the strongest χ(2) coefficient. For example,

in lithium niobate the non-linear coefficient is 27 pm/V in the d33 crystal direction but

at the birefringent phase matching angle, which lies along the d31 plane, the coefficient is

4.3 pm/V [107]. The conversion efficiency is proportional to the square of the non-linear

coefficient for typical applications. Clearly, the birefringent phase matching technique is

not harnessing the full potential of this material. Another disadvantage to the birefringent

phase matching technique, particularly in this material, is that the temperature at which

phase matching occurs cannot be tailored under most circumstances. This leaves lithium

niobate with a phase matching temperature of typically around 100 degrees Celsius for a

pump field of 532 nm, [108]. It is technically challenging to provide such a temperature

environment for the material which is stable.

4.5.2 Quasi-Phase Matching and Periodic Poling

Periodic poling is an alternative method for achieving momentum conservation, one in

which the phase matching temperature can be tailored and the largest non-linear coefficent
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strength of the material can be utilised. This technique does not achieve a phase matching

condition within the material, but instead compensates for dispersion by flipping the

crystal structure at specific intervals, thus avoiding reversal of the non-linear processes,

as illustrated in Figure 4.6. The most common method of achieving domain inversion is

electric field periodic poling. In this technique, a very strong electric field is applied to

metallic “fingers” that are placed on top of the crystal [109]. These large electric fields

rearrange the crystal lattice, changing the sign of the non-linear interaction term. The

spacing between these fingers and the electric field applied determines the width of the

periodic poling.

The distance at which the non-linear process begins to reverse in a phase mismatched

system is known as the coherence length and is defined as

LC =
2π

|∆k|
, (4.13)

where LC is the coherence length and ∆k = k⃗3 − k⃗2 − k⃗1 is the phase mismatch term,

and we have assumed that the fields are co-propagating. The three wavevectors, k⃗1,2,3
correspond to the wave vectors of the three electric fields that interact in the three-wave-

mixing process. For example, in the NDOPA we can write

∆k = k⃗3 − k⃗2 − k⃗1

= k⃗3 − k⃗1 − k⃗1

= k⃗pump − 2k⃗seed (4.14)

For collinear beams and in a degenerate system, the phase matching condition is equiv-

alent to writing

npump = nseed, (4.15)

where npump and nseed are the refractive indices for the pump and seed fields.

The standard method of poling a non-linear medium is to pole the crystal at intervals

equal to the coherence length. This is known as first order periodic poling. Sometimes,

however, it is technically not feasible to achieve first order poling. This can be due to the

non-linear material requiring very large electric fields to facilitate domain inversion or it

can be due to a large phase mismatch in a particular crystal direction, which results in a

small coherence length [109]. If first order phase matching is not possible then third order

phase matching, where the domain is flipped every 3 coherence lengths, can be attempted.
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Chapter 5

Optical Cavities

In the following chapter we introduce the framework for the investigation of optical cavities

using the standard methods (detailed in such works as[110, 83, 108]) and use this frame-

work to then investigate the theoretical amount of squeezing that the cavity can produce.

First, the semi-classical cavity equations of motion are derived for a simple empty, single

mode optical cavity. Through simplification of these equations, the classical amplitude

and phase response of this cavity are derived. Simple extension of this model allows for

the derivation of the semi-classical noise response of the system. From here, the cavity

equations of motion are extended to allow for a second field and the exchange of photons

between these two fields, facilitated by the second order response of a non-linear medium.

The relevant cavity properties and the dependence of these properties upon one another

are investigated.

5.1 Cavity Equations of Motion

We begin by introducing the cavity equations of motion for a simple single mode empty

cavity. This is a semi-classical approach to the problem in which we describe the time

behaviour of the intra-cavity and external fields involved using the methods put forth

by Gardiner and Collett [111]. Two partially transmissive mirrors, the input and output

couplers, with power reflectivities of Rin and Rout respectively, and a third mirror repre-

senting the loss, T l = 1 − Rl, make up the optical components. The round trip time, τ ,

defined as the time taken for the light to travel one round-trip of the cavity, is defined as

the optical path length, L, divided by the speed of light, c, written

τ [s] =
L

c
. (5.1)

A driving field, Adr, is incident on the input coupling mirror, Aref is the field that

reflects off the input coupler and Atrans is the field that exits the output coupler. We

treat the cavity as an open quantum system, a system into which photons can be added,

through a driving field, and photons can be irreversibly lost, through intra-cavity field

decay. Cavity decay rates are a measure of the rate at which photons exit, or enter, the

system. The decay rate in its entirety is an infinite Taylor expansion, from which only

the first two terms are generally retained. This approximation is most accurate for high

reflectivities, but for moderate to high reflectivities, it has been shown by White [112] that

we can achieve reasonable accuracy by defining the cavity decay rates, κx, as

κx[s−1] =
1−

√
Rx

τ
, (5.2)

43
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for any mirror, x. The setup is shown in Figure 5.1.
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Figure 5.1: The optical cavity. Loss is modelled as transmission through one of the mirrors, T l =

1−Rl. A driving field, Adr, enters the cavity through the input coupler, Rin. The reflected field,

Aout, consists of the promptly reflected field and the escaping intra-cavity field, the transmitted

field consists of the intra-cavity field escaping from the output mirror, with reflectivity Rout.

The equation of motion that describes the time evolution of the intra-cavity field, â,

for this system, is written [113]

˙̂a = i∆â− κaâ+
√
2κinÂdr +

√
2κoutÂvout +

√
2κlÂvl, (5.3)

where ∆ = ω0−ωA is the detuning of the driving field, ωA, from the cavity resonance, ω0,

κin is the decay rate of the input coupler, κout is the decay rate of the output coupler, κl

is the decay rate of the intra-cavity loss, Âdr is the external cavity driving field, and Âvl

and Âvout are the external vacuum fields. The total cavity decay rate, κa, is defined as

the sum of the individual cavity decay rates

κa = κin + κout + κl. (5.4)

The external travelling fields have units of
√

photons
s such that Â†Â, the number oper-

ator, gives the photons per second in the field and is thus proportional to the intensity.

The intra-cavity fields have dimensions of
√
photons such that a†a gives the number of

photons in the cavity mode.

The power in the external driving field, Âdr, is proportional to the number of photons

per second and can be determined via

P dr[W ] =
Â†drÂdrhc

λdr
, (5.5)

where P dr is the power in the external driving field, Adr, in watts, h is Planck’s constant,

c is the speed of light, and λdr is the wavelength of the driving field.

To solve Equation 5.3 we move into the frequency domain by taking the Fourier trans-
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form and find

iωǎ = i∆ǎ− κaǎ+
√
2κinǍdr +

√
2κoutǍvout +

√
2κlǍvl, (5.6)

where the hats have been replaced with carons, or overturned hats, to signify that these

operators are now in the frequency domain. The ω term arising from the Fourier transform

is the frequency that a measurement of this state is made at, where a value of ω = 0

indicates a measurement at the carrier frequency of the input field. A non-zero term

implies investigation of the system when the cavity is off resonance, or equivalently, the

frequency of the laser is shifted from the resonance condition of the cavity. To arrive at

Equation 5.6 we make use of the identity

F [Ẋ(t)] = iωX(ω), (5.7)

where F [Ẋ(t)] is the Fourier transform of the function Ẋ(t). Equation 5.6 can now be

written

ǎ =

√
2κinǍdr +

√
2κoutǍvout +

√
2κlǍvl

κa + i(ω −∆)
, (5.8)

from which the reflected and transmitted fields of the cavity can now be determined. The

reflected and transmitted fields are determined using the input/output relations [111]

Ǎref =
√
2κin ǎ− Ǎdr (5.9)

Ǎtrans =
√
2κout ǎ− Ǎvout. (5.10)

This results in output fields that can be written

Ǎref =
√
2κin

√
2κinǍdr +

√
2κoutǍvout +

√
2κlǍvl

κa + i(ω −∆)
− Ǎdr

=
(2κin − κa − iω)Ǎdr + 2

√
κinκoutǍvout + 2

√
κinκlǍvl

κa + i(ω −∆)
(5.11)

Ǎtrans =
√
2κout

√
2κinǍdr +

√
2κoutǍvout +

√
2κlǍvl

κa + i(ω −∆)
− Ǎvout

=
2
√
κinκoutǍdr + (2κout − κa − iω)Ǎvout + 2

√
κoutκlǍvl

κa + i(ω −∆)
. (5.12)

5.2 Classical Cavity Phase and Amplitude Response

Now that the equations describing the reflected and transmitted fields have been derived,

we will first investigate the classical response of the cavity. This is done by ignoring the

terms involving vacuum fields in Equation 5.12, Ǎvout = Ǎvl = 0. We also assume that

the wavelength of the laser matches the resonance condition of the cavity, ∆ = 0. The

reflected and transmitted fields can then be written

Ǎref =
(2κin − κa − iω)Ǎdr

κa + iω
(5.13)

Ǎtrans =
2
√
κinκoutǍdr

κa + iω
. (5.14)
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It was shown in Equation 5.5 that the intensities of these fields are proportional to

the number operator. The phases of the fields can be found by taking their arguments.

Figure 5.2 shows the classical response of the cavity.
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Figure 5.2: The classical response of the two-ended triangle cavity. A critically coupled, lossless

cavity is chosen (κin = κout = 1000, κl = 0)

5.2.1 Circulating Power and Finesse

On resonance, the cavity provides enhancement of the optical field. A relationship between

the incident field and the circulating field can be calculated, the result is [114]

P circ

P inc
=

1−Rin

(1− r)2
, (5.15)

where r is defined as the product of the square root of the reflectivity coefficients of all

sources of cavity decay, in this case

r =
√
Rin ×Rout ×Rl. (5.16)

The enhancement of the field results in a large circulating power. The circulating power

is related to another cavity parameter, the finesse. For relatively high mirror reflectivities,

we can define the unitless finesse of our cavity as [115]

F =
π
√
r

1− r
. (5.17)

The finesse is a measure of how efficiently the cavity resonates, which is equivalent to

the number of times, on average, that the photons will bounce around the cavity before

exiting the system. As can be seen in Equation 5.17, it has no dependence on the length

of the cavity. In cavity systems where the intra-cavity loss is much less or similar to

the intra-cavity mode loss due to the coupling mirrors, the finesse, although difficult to

measure accurately, can provide a good indication of the intra-cavity loss.

The finesse is often used as a means of estimating the circulating power inside a cavity.

Figure 5.3 shows the finesse and the circulating power as the power reflectivity of the

input coupler is varied. The two values follow a similar trend but using the finesse as

an estimate for the circulating power will result in higher circulating power, with the
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discrepancy between the two values becoming larger as the finesse increases.
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Figure 5.3: The finesse, solid red line, and the circulating power gain, dashed blue line, as the

input coupler reflectivity, Rin, is varied.

5.2.2 Free Spectral Range

The Free Spectral Range, or FSR, of the cavity is a measure of the spacing between

resonances and is defined as [75]

FSR[Hz] =
c

L
, (5.18)

where c is the speed of light and L is the optical path length of one round trip of the

cavity. The optical path length is the physical length multiplied by the refractive index of

the material traversed through this length.

5.2.3 Linewidth

The linewidth, or Full Width at Half Maximum (FWHM), is a measure of the bandwidth

of each resonance of the cavity, it can be defined as the ratio of the FSR to the finesse

∆ν [Hz] =
FSR

F
. (5.19)

This value is important to squeezed light generation because the bandwidth of the

cavity limits the bandwidth of the squeezing produced. This is due to the fact that the

bandwidth of the non-linear gain is limited by the bandwidth of the cavity. The linewidth

also defines the transmission and reflection characteristics of the cavity, which plays a role

in how the various locking loops are constructed.

5.3 Semi-Classical Cavity Noise Response

Investigation of Equations 5.12 in their entirety facilitates the analysis of the noise response

of the cavity. This analysis includes effects originating from the vacuum fluctuations that

enter the system through the various cavity decay mechanisms. The steps towards finding



48 Optical Cavities

an expression for the noise response of the cavity are as follows; the operators in the cavity

equation of motion are first linearised, the quadrature operators are then calculated, and

finally, the spectra of the fields are determined.

Linearisation follows the method described in 3.3. Note that the vacuum fields, Ǎvout

and Ǎvl, do not have any coherent amplitude and as such, linearisation of these terms

results in only the first order fluctuating term. These steps results in

Ǎref =
(2κin − κa − iω)(αdr + δǍ

dr
) + 2

√
κinκoutδǍvout + 2

√
κinκlδǍ

vl

κa + iω
(5.20)

Ǎtrans =
2
√
κinκout(αdr + δǍ

dr
) + (2κout − κa − iω)δǍvout + 2

√
κoutκlδǍ

vl

κa + iω
.(5.21)

The next step is to calculate the quadrature operators. These were defined in Equations

3.1 and 3.2 but are written again in the frequency domain for clarity

X̌+ = F [X̂+]

= F [Â] + F [Â†]

= Ǎ(ω) + Ǎ†(−ω) (5.22)

X̌− = F [X̂−]

= i(F [Â†]−F [Â])

= i(Ǎ†(−ω)− Ǎ(ω)). (5.23)

Equations 5.22 have been achieved using the identity [83]

F [Â†(t)] = Ǎ†(−ω). (5.24)

These steps result in the quadrature operator equations. All terms without a fluctu-

ating component are dropped because they do not contribute to the noise spectra and all

second order terms are removed because, under the assumptions for linearisation (see §
3.3), these terms are small enough to be discarded, resulting in

X̌±ref =
(2κin − κa − iω)δX̌±dr + 2

√
κinκoutδX̌±vout + 2

√
κinκlδX̌±vl

κa + iω
(5.25)

X̌±trans =
2
√
κinκoutδX̌±dr + (2κout − κa − iω)δX̌±vout + 2

√
κoutκlδX̌±vl

κa + iω
.(5.26)

Finally, we wish to calculate the noise spectra, V [ω], of these quadrature operators.

The noise spectra is defined as the variance of the quadrature operators

V [ω] = ⟨δX̌†(ω)δX̌(ω)⟩, (5.27)

for any quadrature operator, X̌, in the frequency domain. Calculation of the noise spectra

from Equations 5.25 and 5.26 results in

V ±ref =
|2κin − κa − iω|2V ±dr + 4κinκout + 4κinκl

|κa + iω|2
(5.28)

V ±trans =
4κinκoutV ±dr + |2κout − κa − iω|2 + 4κoutκl

|κa + iω|2
, (5.29)
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where the variances of the vacuum terms have been replaced with unity, the noise of the

vacuum state. Using the fact that κa = κl + κin + κout, Equations 5.28 and 5.29 can be

rearranged to the more succinct forms

V ±ref = 1 +
((2κin − κa)2 + ω2)(V ±dr − 1)

(κa)2 + ω2
(5.30)

V ±trans = 1 +
4κinκout(V ±dr − 1)

(κa)2 + ω2
. (5.31)

The cavity noise response given by Equations 5.31 is illustrated in Figure 5.4. It can

be seen that, in transmission, the cavity acts as a low pass filter around the resonance

frequency. Consequently, the cavity acts as a high pass filter in reflection. Classical laser

intensity noise above the characteristic frequency of the cavity can therefore be removed

through the use of such a cavity. It can also be seen that the noise does not drop below

the quantum noise level (QNL), where the noise is unity. This is a direct consequence of

quantum mechanics that arises due to the presence of vacuum fields.
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Figure 5.4: The noise response of the optical cavity. A critically coupled, lossless cavity was

chosen, κin = κout = 1000, κl = 0, and the driving laser field, Ǎdr, has noise equal to ten times

the quantum limit, V dr = 10.

5.4 The Optical Parametric Oscillator

By extending the techniques presented up to this point, we can now investigate the squeez-

ing response of an optical parametric oscillator. The next step is to take the equations

of motion for the empty cavity (Equation 5.3) and introduce additional fields and a non-

linear medium. The non-linear medium facilitates the exchange of photons between the

seed and idler fields, A1 and A2 respectively, and the second harmonic, or pump field,

A3. The formalisms used here are those introduced by Drummond [110]. We begin by

introducing the most general form of the equations that we will require and from these,

derive the behaviour of the OPO. In Chapter 6 we will use these equations to investigate

coherent locking. The first step is to define the equations of motion for three fields, a

pump field and nondegenerate signal and idler fields, in much the same way as shown in
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§ 5.1. They are written

˙̂a1 = i∆1â1 − κ1â1 + gâ3â
†
2 +

√
2κin1 Â

dr
1 +

√
2κout1 Âvout

1 +
√

2κl1Â
vl
1

˙̂a2 = i∆2â2 − κ2â2 + gâ3â
†
1 +

√
2κin2 Â

dr
2 +

√
2κout2 Âvout

2 +
√

2κl2Â
vl
2

˙̂a3 = i∆3â3 − κ3â3 − gâ1â2 +
√
2κin3 Â

dr
3 +

√
2κout3 δÂvout

3 +
√

2κl3Â
vl
3 . (5.32)

Properties relating to the non-degenerate signal and idler fields are written with sub-

scripts 1 and 2 respectively, and the pump field properties with subscript 3. The strength

of the non-linear interaction is given by g
[
s−

1
2

]
and describes the rate at which pho-

tons transfer between fields. The Equations in 5.32 can be used to describe the classical

and quantum behaviour of OPO, NDOPA and DOPA systems. Assumptions for various

operating regimes can be made which will result in simple analytical solutions to the intra-

cavity field solutions. Most treatments of these equations assume that the OPO is not

resonant at the pump frequency. This allows for the adiabatic elimination of the pump

field, allowing one to assume ˙̂a3 = 0. This thesis investigates doubly resonant systems and

as such this assumption is generally not valid.

The fact that we are operating the cavity as an OPO does however allow us to simplify

the situation in other ways. First, the system is degenerate because it is vacuum seeded,

with no coherent amplitude and a variance equal to unity. Finally, we choose to assume

that the frequency of our fields match the resonant frequency of the cavity, removing the

detuning terms, ∆1 = ∆3 = 0. This results in [110]

˙̂a1 = −κ1â1 + gâ†1â3 +
√
2κin1 δÂ

dr
1 +

√
2κout1 δÂvout

1 +
√

2κl1δÂ
vl
1

˙̂a3 = −κ3â3 −
g

2
â1â1 +

√
2κin3 Â

dr
3 +

√
2κout3 δÂvout

3 +
√

2κl3δÂ
vl
3 . (5.33)

Although we are operating as an OPO, the coherent amplitude of the seed field, α1 = 0,

has not yet been removed because it will be used to illustrate noise couplings in Appendix

1. The next step is to linearise the field operators and remove all second order fluctuation

terms and terms that have no fluctuating component. At this point we also make the

assumption that the coherent amplitude terms are real. This assumption is valid assuming

two things; that the driving fields are real, and that the OPO is operated below threshold.

It can be shown that below threshold, the phase of the intra-cavity fields follows the phase

of the driving fields [110]. In intra-cavity field units, the threshold of the OPO is defined

as

acrit3 =
κ1κ3
g

, (5.34)

whilst the external cavity threshold is written

Acrit
3 =

κ1κ3

g
√

2kin3

, (5.35)
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and the threshold in terms of pump field driving power is written

P crit
3 [W ] =

 κ1κ3

g
√

2kin3

2

hc

λ3
. (5.36)

The OPO threshold defines a point where the system enters a new mode of operation.

It is the point where the round trip loss of the generated field at the fundamental frequency

is equal to the round trip gain from the non-linear down-conversion of pump photons into

fundamental photons. Operating near to this point, but not over it, produces stronger

levels of squeezing as more photon pairs are produced. Above this point, the cavity can

behave erratically and new noise couplings are introduced [116].

The next assumption made is that the non-linear interaction term is real. This as-

sumes perfect phase matching within the non-linear medium which relies on sufficient

temperature control and is a reasonable assumption for most OPO systems. Making these

simplifications and calculating the hermitian conjugate of the intra cavity fields results in

δ ˙̂a1 = −κ1δâ1 + gα1δâ3 + gα3δâ
†
1 +

√
2κin1 δÂ

dr
1 +

√
2κout1 δÂvout

1 +
√

2κl1δÂ
vl
1

δ ˙̂a†1 = −κ1δâ†1 + gα1δâ3 + gα3δâ1 +
√

2κin1 δÂ
†dr
1 +

√
2κout1 δÂ†vout

1 +
√
2κl1δÂ

†vl
1

δ ˙̂a3 = −κ3δâ3 − gα1δâ1 +
√

2κin3 δÂ
dr
3 +

√
2κout3 δÂvout

3 +
√

2κl3δÂ
vl
3

δ ˙̂a†3 = −κ3δâ†3 − gα1δâ
†
1 +

√
2κin3 δÂ

†dr
3 +

√
2κout3 δÂ†vout

3 +
√

2κl3δÂ
†vl
3 . (5.37)

From these equations we can now write the amplitude and phase quadrature operator

equations of motion using Equations 3.1 and 3.2. For our purposes, it is sufficient to

determine only one of the quadrature operators. It can be shown that the sign of the

non-linear interaction term, g, completely determines whether one observes the amplitude

or phase quadrature output variances [83]. The amplitude quadrature noise operators can

be written

δ
˙̂
X1 = −κ1δX̂1 + gα1δX̂3 + gα3δX̂

†
1 +

√
2κin1 δX̂

dr
1 +

√
2κout1 δX̂vout

1 +
√

2κl1δX̂
vl
1

δ
˙̂
X3 = −κ3δX̂3 − gα1δX̂1 +

√
2κin3 δX̂

dr
3 +

√
2κout3 δX̂vout

3 +
√

2κl3δX̂
vl
3 . (5.38)

Now we take the Fourier transform of Equations 5.38 to transform the quadrature op-

erators into the frequency domain such that we can determine the spectra. It is important

to note that two of these operators are still in intra-cavity units, δX̌1 and δX̌3, whilst the

rest are in travelling wave units. Taking the Fourier transform results in

iωδX̌1 = −κ1δX̌1 + gα1δX̌3 + gα3δX̌
†
1 +

√
2κin1 δX̌

dr
1 +

√
2κout1 δX̌vout

1 +
√

2κl1δX̌
vl
1

iωδX̌3 = −κ3δX̌3 − gα1δX̌1 +
√

2κin3 δX̌
dr
3 +

√
2κout3 δX̌vout

3 +
√

2κl3δX̌
vl
3 . (5.39)

We want to solve these equations for the intra-cavity field quadratures, δX̌1 and δX̌3.

At this point we will set the coherent amplitude of the seed field to zero, α1 = 0, and

leave the details of the derivation of the intra-cavity field quadratures for Appendix 1.
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The result is that we can write δX̌1 as

δX̌1 =

√
2κin1 (κ3 + iω)

α1α1g2 − (gα3 − κ1 − iω)(κ3 + iω)
×δX̌dr

1 +

√
2κout1√
2κin1

δX̌vout
1 +

√
2κl1√
2κin1

δX̌vl
1

 . (5.40)

The final steps are to use Equation 5.40 to determine the amplitude quadrature op-

erator for the output field using the input-output relations, Equation 5.9, and then to

determine the variance of the output field, using Equation 3.7. From the variance of the

amplitude quadrature, one can determine the variance of the phase quadrature. The details

of these steps are given in the appendix. The resulting amplitude and phase quadrature

variances are

V +
out = 1 +

4gκout1 α3

(κ1 − gα3)2 + ω2
(5.41)

V −
out = 1− 4gκout1 α3

(κ1 + gα3)2 + ω2
. (5.42)

Figure 5.5 shows the variance in the squeezed quadrature and the variance in the

orthogonal anti-squeezed quadrature for various internal losses. The detection frequency,

ω, is set to a value of zero because we assume that we are looking at frequencies well within

the linewidth of the cavity and hence the filtering behaviour of the cavity is negligible.
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Figure 5.5: The variance of the squeezing and anti-squeezing at the output of an OPO as the

system is driven towards threshold power, Acrit
3 . The variance is shown for the same cavity with

varying internal losses of; 0%, shown by the red lines, 0.1%, shown by the dotted black lines, and

1%, indicated by the blue lines. The cavity parameters are; cavity length, L = 0.3m, output

coupler reflectivity, Rout
1 = 0.95 and input coupler reflectivity, Rout

1 = 1. By setting Rout
1 = 1 we

have assumed that the OPO is single-ended for the fundamental field. Note that the losses and

coupling reflectivities of the pump are irrelevant because we have normalised to threshold.

Figure 5.5 illustrates a number of important features of the OPO. Firstly, the squeezing

gets greater the closer the OPO is to threshold. However, it is important to ensure that
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the system does not drift above threshold as the system enters a new mode of operation.

Second, intra-cavity loss affects the squeezing much more than it affects the anti-squeezing.

This is simply due to the fact that the vacuum noise is relatively large compared to the

noise of the squeezing but relatively small compared to the noise in the anti-squeezed

quadrature. Mixing the state with vacuum therefore results in greater degradation of

the squeezing than it does for the anti-squeezing. It is evident that the measured anti-

squeezing is thus a relatively good measure of the proximity to threshold of an OPO

system.

5.4.1 Escape Efficiency

The escape efficiency, ηesc, of an OPO is defined as the ratio of the decay rate of the

squeezed field through the output coupler over the total decay rate of the cavity at the

fundamental frequency

ηesc =
κout1

κ1
. (5.43)

The escape efficiency of an OPO limits the maximum amount of squeezing that the

system is capable of producing. It is essentially a measure of how many times the intra-

cavity field will interact with the loss sources inside the cavity before it escapes through

the output coupler. The number of round trips for the squeezed state can be quite high,

therefore the intra-cavity field samples this loss many times. The effect of the escape

efficiency is shown in Figure 5.6.
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Figure 5.6: The effect of the escape efficiency on the maximum amount of squeezing that can be

produced from any cavity.

There are two ways to improve the escape efficiency, one can reduce the intra-cavity

losses, or one can reduce the reflectivity of the input/output coupler at the fundamental

wavelength. From a design perspective, reducing the intra-cavity losses is achieved by

reducing the number of surfaces that the intra-cavity field interacts with. In particular,

anti-reflection (AR) coatings, tend to be relatively lossy. In this regard a monolithic cavity,
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with no internal AR surfaces and one HR coating, is better than a hemilithic resonator,

with two AR surfaces and one HR coating per round trip, which is better than a bow-tie

cavity, with two AR surfaces and three HR coatings per round trip. However, the major

source of loss is often absorption from the non-linear medium. This is why the various

cavity designs can currently perform at similar levels. The best AR coatings can have a

reflectivity less than 0.01% and the best HR coatings can have a reflectivity greater than

99.999%. Typical non-linear crystals currently have an absorption of approximately 0.1%

per centimetre (See Table 6.2). If advancements in crystal growing techniques result in

reduced absorption, then loss from mirror coatings will become the limitation to improving

the escape efficiency.

Reducing the reflectivity of the input coupling mirror in order to increase the escape

efficiency unfortunately also changes other cavity parameters. Reducing the reflectivity

of the input coupler will reduce the finesse of the cavity, which will increase the the

linewidth and, more importantly, will also increase the threshold power of the system

(this effect is later discussed in § 6.2.2). At some point it will not be possible to provide

enough pump power to reach threshold. It has previously shown that the greatest levels

of squeezing occur near to threshold and as such it is a requirement that we can produce

an adequate amount of pump power. A solution to this problem is to move to a doubly

resonant system. This enhances the pump field, reducing the required amount of driving

pump power required to reach threshold. This will be explained in detail in § 6.2.1.

However, large circulating powers may damage the crystal [117, 118, 119] and can lead to

photothermal instabilities [60]. Squeezers typically operate in a regime where the squeezing

is maximized whilst the stability of the OPO is kept at a level that is suitable for the

application.

The escape efficiency is such an important parameter that it is worthwhile rearranging

the squeezed field variances, Equations 5.41 and 5.42, to highlight the effect of the escape

efficiency. Doing this results in

V +
out = 1 + ηesc

4gα3

κ1(1− gα3

κ1
)2 + ω2

κ1

(5.44)

V −
out = 1− ηesc

4gα3

κ1(1 +
gα3

κ1
)2 + ω2

κ1

. (5.45)

Equations 5.44 and 5.45 illuminates the fact that the escape efficiency can be regarded

as a beamsplitter operation directly after the OPO. It is often useful to consider the

OPO as having produced a pure state which then passes through a beamsplitter of power

transmittivity ηesc. The escape efficiency is then treated as another loss source on the

squeezed state before detection. By treating it this way, it becomes evident that the

escape efficiency completely determines the maximum amount of squeezing that a cavity

system can produce.

5.5 The Classical Degenerate Optical Parametric Amplifier

Using Equations 5.32 we can also determine the behaviour of the system when operated as

a degenerate optical parametric amplifier (DOPA or simply OPA). This is the case when

a bright driving field is present at the fundamental frequency. The presence of a bright

seed, which may temporarily be injected into an OPO setup, allows one to determine

the threshold power of the system through investigation of the amplification and de-
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amplification of the seed field. The equations describing the classical, degenerate OPA are

written

α̇1 = −κ1α1 + gα3α
∗
1 +

√
2κin1 A

dr
1

α̇3 = −κ3α3 − gα1α1 +
√

2κin3 A
dr
3 . (5.46)

At this point we combine the non-linear gain term with the intra-cavity pump field

and write gα3 = G. This is done under the assumption that the seed field is much smaller

in magnitude than the pump field, A1
dr << A3

dr, such that the pump field is not depleted

by the parametric process to some approximation. This results in

α̇1 = −κ1α1 +Gα1 +
√

2κin1 A
dr
1 . (5.47)

We are looking for the steady state solution, and as such set ˙̂a1 = 0 and solve for the

intra-cavity field, α, resulting in

α =

√
2κin1 (1 +G/κ1)

κ1(1− |G|2/κ21
Adr

1 . (5.48)

This equation holds only for below threshold operation of the system. We now use

the input/output relations given by Equation 5.9 to determine the output field, which is

written

Aout
1 =

2
√
κin1 κ

out
1 (1 +G/κ1)

κ1
(
1− |G|2/κ21

) Adr
1 . (5.49)

The ratio of output power without the non-linear interaction to the output power with

the non-linear interaction can then be calculated in order to determine the parametric

gain of the system. Calculating the ratio we find

Pout
1

Pout
1 |G=0

=
Aout∗

1 Aout
1

Aout∗
1 |G=0Aout

1 |G=0

=
(1 +G/κ1)

2

κ1
(
1− |G|2/κ21

) . (5.50)

Noting that the steady state intra-cavity second harmonic field, α3 =

√
2κin

3

κ3
Adr

3 , di-

vided by the intra-cavity threshold value, αcrit
3 = κ1κ3

g
√

2κin
3

, results in one of the terms in

this expression

α3

αcrit
3

=
κ1
G
, (5.51)

allows us to rearrange the non-linear gain into an expression written in terms of the

external driving fields

Pout
1

Pout
1 |G=0

=

(
1 +Adr

3 /|Acrit
3 |
)2(

1− |Adr
3 |/Acrit

3 |2
) . (5.52)
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This expression will later be used to determine the threshold of our cavity systems. By

changing the phase of the pump field by 180 degrees, the pump field term, Adr
3 , becomes

negative and the system moves from amplification of the seed field to de-amplification.

This effect is illustrated in Figure 5.7.
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Chapter 6

The Doubly Resonant Bow-Tie

Optical Parametric Oscillator

In this chapter we introduce the details of the doubly resonant bow-tie OPO used to

produce the results in this thesis and explain the decisions for arriving at the final design.

We investigate the advantages and disadvantages of the various cavity geometries, non-

linear media and cavity optical properties. The work in this chapter was undertaken by

me in order to determine the optimal cavity design for the LIGO application.

6.1 Cavity Geometry

The first design consideration that we will investigate is the cavity geometry. The cavity

geometry affects a number of things; the cavity mode shape, the number of HR and AR

surfaces, the number of mirrors available for input and output coupling of external fields

and whether the forward and reverse directions in the cavity are degenerate or not. The

various cavity geometries are illustrated in Figure 6.1 for clarity.

MonolithicLinear

Bow-Tie Hemilithic

Figure 6.1: The various cavity geometries; linear, monolithic, bow-tie and hemilithic.

57
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6.1.1 Travelling Wave vs. Standing Wave

The first decision we will investigate is whether to choose a standing wave or a travelling

wave, ring cavity design. In a travelling wave design the forward and reverse directions of

beam propagation exit the cavity at a different angle and hence are non-degenerate. In the

standing wave case, light travelling in both the forward and reverse directions occupy the

same mode when exiting the cavity. We can see from Figure 6.1 that the bow-tie cavity

is a travelling wave cavity and that the three other cavities are standing wave designs.

The standing wave design has three major advantages. The first is the reduced number

of surfaces per round trip. As discussed in § 5.6, reducing the number of HR and AR

surfaces will reduce the intra-cavity loss and thus increase the escape efficiency. Thus, in

theory standing wave cavities, particularly monolithic and hemilithic designs, are capable

of producing higher levels of squeezing. However, this is only technically true provided

that the loss due to the non-linear medium does not dominate the total intra-cavity loss.

The second advantage to standing wave cavities is that it is easier to make them

mechanically stable due to the smaller number of optical elements and a fixed cavity

geometry. An example of this is presented by Vahlbruch et al. [120], where a very solid

modular hemilithic cavity is introduced. By design, the cavity is isolated from both air

currents and thermal fluctuations. This aids in both the long term and short term stability

of the cavity.

Finally, astigmatism is generally not an issue in these standing wave cavities. Due

to the geometry of these cavities, there are no reflections from any curved mirrors which

occur at an angle, hence astigmatism does not occur. Astigmatism can make it more

difficult to match the mode of the squeezed light to the mode of the interferometer, an

issue that should theoretically be relatively easy to overcome, but can also reduce the

non-linear coupling between the intra-cavity fields in extreme cases.

The advantages of the bow-tie cavity are flexibility and isolation to backscatter. Access

to an increased number of mirrors leaves more locations for the input and output of

optical fields, providing flexibility in locking. Also, if a crystal degrades over time then

a replacement crystal of the same material can be put in its place in less than a few

hours without altering any of the mode matching. If a new material is desired in the

setup then the separation of the curved mirrors can be altered to account for changes in

refractive index of the non-linear medium and it is theoretically possible to return to a

nearly identical cavity geometry.

The second advantage, and the deciding factor in choosing a bow-tie design for the

work in this thesis, is the isolation to backscattered light that the travelling wave geometry

affords, due to the ability of the cavity to separate the forward and reverse travelling modes.

The effect is illustrated in Figure 6.2.

Figure 6.2 shows that scattered light from the interferometer may reflect at the Faraday

isolator and thus be directed towards the squeezer. If this light is able to re-enter the

interferometer, it will adversely impact on the sensitivity of the device. If the travelling

wave cavity in the figure were to be replaced with a standing wave cavity, then virtually

all of the scattered light that travels towards the squeezer will reflect off the linear cavity

and re-enter the interferometer. This light will pick up random phase shifts as it travels

towards the OPO, reflects off it, and travels back into the interferometer. These random

phase shifts on the light are detected as a spurious signal. Additionally, this light will seed

the OPO, making it operate as an OPA, which will couple pump noise into the squeezed

field and degrade the low-frequency squeezing, as discussed in Appendix 1.
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Interferometer

Squeezer
Faraday

Isolator

Laser

Figure 6.2: Backscattered light from the interferometer, dashed red trace, travelling towards the

squeezer. The squeezed state, injected into the interferometer through a Faraday isolator in the

signal path, is marked in dashed grey whilst the interferometer laser is marked in red. In the

absence of scattering from within the cavity, all of the backscattered light from the interferometer

does not re-enter the interferometer.

In order to remove this effect it is necessary to place a number of Faraday isolators

between the interferometer and the squeezer. Unfortunately, this adds loss to the squeezed

state, reducing the amount of squeezing entering the interferometer. A Faraday isolator

can be expected to have an isolation factor of around 40 dB and a loss of anywhere from

around 3 to 5 percent. With high levels of squeezing, this loss is substantial, particularly

when multiple Faraday isolators are required.

Figure 6.2 shows that with the travelling wave design, the backscattered light from the

interferometer will exit the cavity at some angle that does not direct it back towards the

interferometer. The scattered light can then be dumped in order to ensure that it does

not scatter again and end up being redirected towards the interferometer. Also, light that

has scattered at the interferometer and enters the cavity is traversing the cavity in the

opposite direction to the pump field and will not seed the OPO process.

However, it is useful to consider the experimental amount of backscattered light re-

jection that the travelling wave cavity affords. Scatter within the OPO may cause the

backscattered light from the interferometer to enter the forward travelling mode of the

cavity. If this occurs, then this light will seed the OPO and will be directed back towards

the interferometer. The technical limitation to the isolation of forward (direction of prop-

agation of the pump) and reverse modes is scatter off the intra-cavity surfaces, the mirrors

and in particular the AR coatings on the crystal. The crystal is very close to normal to

the beam direction and near a waist, light that reflects off this surface has a good chance

of entering the cavity mode in the forward direction. The amount of isolation between the

forward and reverse travelling cavity modes for the ANU squeezer has been measured at
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41 dB [102]. This is nearly identical to the isolation offered by a good Faraday isolator.

By using a travelling wave design, the loss outside of the cavity can therefore be reduced

by an amount equal to the loss introduced by a single Faraday isolator. Different crystal

geometries and super-polished cavity mirrors should increase the isolation offered.

6.1.2 Choosing a Bow-Tie Geometry

Due to the advantages detailed previously, it was decided that a bow-tie cavity was the

preferred geometry. Using the standard treatment of ABCD matrices we can determine

the spatial properties of the intra-cavity field for one of these cavities such that suitable

cavity lengths can be found [114]. For Gaussian beams we can fully describe the beam by

determining the complex beam parameter, q(z), at some location z relative to the position

of the beam waist z0 as

q(z) = z + zRi =

(
1

R(z)
− iλ

πnw(z)2

)−1

, (6.1)

where λ is the wavelength of the beam, R(z) is the radius of curvature of the phase front,

w0 is the beam waist, n is the refractive index, w(z) is the beam radius at position z and

zR is the Rayleigh range defined by

zR =
πw2

0

λ
. (6.2)

The ABCD matrix method allows us to determine a relationship between an input

field, and an output field that has undergone a system of optical elements. We can write(
qi
1

)
= k

(
A B

C D

)(
qo
1

)
(6.3)

for the input and output beam parameters, qi and qo, respectively, passing through an

optical system with some ray transfer matrix. The k term is merely a normalisation factor

to aid in manipulation of the equations. Equation 6.3 allows us to write for the input and

output fields

qo =
Aqi +B

Cqi +D
. (6.4)

In order for the cavity to resonate, we require our beam at some location to match

the shape of the beam after one round trip. This is equivalent to assuming that the beam

parameter at some location, the input, is equal to the beam parameter after traversing the

cavity once, the output field. Setting this requirement results in a quadratic equation for

the complex beam parameter that can be solved in order to determine the complex beam

parameter that matches the cavity mode.

From the complex beam parameter, one can then determine any property of the beam.

The beam radius at position z is given by

w(z) =

√
λ Im[qo]

π
, (6.5)

where Im[qo] is the imaginary part of the complex parameter for the cavity mode.

The ABCD matrices for propagation of distance d through a medium of refractive index
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Propagation Interface Tangential Reflection Sagittal Reflection

Md =

(
1 d

n
0 1

)
Mi =

(
1 0
0 n1

n2

)
Mrt =

(
1 d
−R

2Cosθ 1

)
Mrs =

(
1 d

−RCosθ
2 1

)

Table 6.1: ABCD matrices for various propagation events.

n, transmission through an interface from a refractive index of n1 into a material with a

refractive index of n2, and reflection off a spherical mirror with a radius of R are shown in

Table 6.1. The reflection off the concave mirror is shown for both the tangential (in the

plane of incidence between the ray and the mirror) plane and the orthogonal sagittal plane

for a mirror that has an angle of θ relative to the beam axis and the normal direction.

d1

d3

d2 d4

n

dc

Figure 6.3: The geometry of the bow-tie cavity with the distances involved and the location of

the two waists illustrated. The distance through the crystal, of refractive index n, is marked dc

whilst d1 is the distance between the two curved mirrors.

The layout of the bowtie cavity is shown in Figure 6.3. The cavity consists of two

curved mirrors, focussing the light to a small waist inside the non-linear crystal, and two

flat mirrors. The term dc denotes the distance through the crystal whereas the remaining

dx terms are used to represent the various distances from mirror to mirror in the cavity,

whilst n is the refractive index of the non-linear medium. Reflection off a plane mirror is

simply equal to unity. A full round-trip of the cavity for the tangential axis, beginning

and ending mid-way through the non-linear medium, can thus be written

M =Mdc/2Mi(1→n)M(d1−dc)/2MrtMd4Md3Md2MrtM(d1−dc)/2Mi(n→1)Mdc/2, (6.6)

where it is important to note that the refractive index as the light travels through the

crystal, Mdc/2, must be accounted for and that the two interface terms vary depending on

whether the material is exiting or entering the crystal. The same can be written for the

sagittal plane, replacing all instances of Mrt with Mrs. The distances d2 and d4 are equal

and can be determined from the angle of the bow-tie

d2 = d4 =
d1 + d3

2Cosθ
. (6.7)

In order to solve this problem, we need to fix some of these parameters. The method
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chosen was to set the distance between the two plane mirrors (90 millimetres), the angle of

the bow-tie (twelve degrees), the radius of curvature of the curved mirrors (-38 millimetres)

and then to vary the distance between the two curved mirrors. The angle of the cavity is

chosen to be as small as possible in order to reduce astigmatism but not so small as to make

clipping of the beam on mirror mounts an issue. The distance between the two curved

mirrors was chosen after varying this value a number of times and finding a region that

resulted in a suitable waist size (The waist size can be optimised using the Boyd-Kleinman

method [121]). The radius of curvature of the curved mirrors was chosen to provide the

necessary focussing to achieve the desired waist size without a large separation between

the mirrors. A small radius of curvature is favoured such that the waist size within the

crystal is small with a reasonable separation between the two mirrors.

After setting these values we can then plot the radii of the two waists of the bow-tie

cavity. One waist is situated between the flat mirrors and the other between the curved

mirrors. In order to determine the size of the waist outside the crystal we need only

propagate the complex beam parameter through Equation 6.4 with a new transfer matrix

that only transfers the beam the required distance. We can write for the propagation

matrix, M2, from the crystal waist to the free-space waist

M2 =Md3/2Md2MrtM(d1−dc)/2Mi(n→1)Mdc/2, (6.8)

where we note again that the transfer matrices have been applied in reverse order to the

order of propagation of the beam.

Figure 6.4 shows the resulting waist sizes. It is evident that astigmatism within the

non-linear medium is near zero for some separation between the curved mirrors. There is

some astigmatism at the larger waist, situated outside the crystal, and this means that

there will be astigmatism on the field exiting the cavity. This is because the portion of

light that transmits through the coupling mirror has the same mode shape as the cavity

mode and will therefore have an identical waist at the same distance from the mirror,

albeit outside the cavity. It is important to remember that the squeezing will have this

shape upon exiting the cavity when attempting to mode match the squeezed light to other

fields or cavities.

Figure 6.4 shows the waist size for the cavity at the fundamental wavelength of 1064 nm.

Due to the fact that we are using a quasi-phase matched system, the refractive indices for

the fundamental and the pump fields are different. By changing the wavelength and the

refractive index, we can repeat the process followed for the fundamental field to determine

the cavity mode for the pump. The result is shown in Figure 6.5

6.2 Cavity Optical Design Considerations

Now that a cavity geometry is decided, the next step is to determine the properties of the

mirror coatings. The coatings of the mirrors will dictate the loss dynamics of the optical

field within the cavity, defining the escape efficiency, linewidths, finesse and threshold

power for the system.

6.2.1 Doubly Resonant System

A choice must be made as to whether the system is operated in a doubly resonant con-

figuration, one in which both the pump and fundamental fields resonate, or in a singly
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Figure 6.4: The tangential (dashed blue) and saggital (solid red) beam radii of the two funda-

mental waists in the bow-tie cavity as the distance between the curved mirrors, d1, is varied. The

length of the crystal, dc, is 10.5mm with a refractive index, n, of 1.830 [122]. The distance, d3, is

set to 90mm, the bow-tie cavity has an angle of 12 degrees and the curved mirrors have a radius

of curvature of -38mm.

resonant configuration, where only the fundamental field resonates. The advantages of

a doubly resonant system are that the threshold pump power is reduced, the resonant

green field provides an additional control field and the optimal spatial overlap between

the fundamental and pump fields is ensured.

The optimal overlap between the pump field with waist wp and fundamental field with

waist wf is given by the relation [121]

wp =
√
2wf . (6.9)

Investigation of Equation 6.5 reveals that the cavity ensures that, on resonance, this

condition is met for the two fields when using a phase matched material. This is not

strictly the case for quasi-phase matched materials as will be shown in § 6.3.6. However,

Figure 6.5 shows that the slight difference in refractive indices between the fundamental

and pump fields has very little impact on the fundamental and pump field modes within

the cavity. Figures 6.5 and 6.4 show that, with the correct separation between the curved

mirrors, the waist sizes are very well matched, which is to say that Equation 6.9 holds.

As for cavity locking. The fact that the pump field is resonating allows for the pump

field to be used as a reference for locking schemes, such as a Pound-Drever-Hall technique.

Additionally, the pump field will likely have a different finesse to the fundamental field

and may facilitate different modulation frequencies for such a lock.

Finally, the doubly resonant system is a means of reducing the threshold power. The

threshold power of the cavity is given by Equation 5.36, but is written again for reference

P crit
3 [W ] =

 κ1κ3

g
√

2kin3

2

hc

λ3
. (6.10)

By resonating the second harmonic field, we are decreasing the rate at which photons

decay from the cavity, thus decreasing the value of κin3 . Expanding κ3 = κin3 + κout3 + κl3
in Equation 5.36 will result in a term proportional to

κin
3√
κin
3

, which reduces as the decay
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Figure 6.5: The tangential (dashed blue) and saggital (solid red) beam radii of the two pump

waists in the bow-tie cavity as the distance between the curved mirrors, d1, is varied. The length

of the crystal, dc, is 10.5mm with a refractive index, n, of 1.830 [123]. The distance, d3, is set

to 90mm, the bow-tie cavity has an angle of 12 degrees and the curved mirrors have a radius of

curvature of -38mm.

rate of the input coupler reduces, thus decreasing threshold power.

The advantage to the singly resonant system is simplicity, and there are alternative

solutions to many of the issues that the doubly resonant system offers. Techniques can be

employed in singly resonant systems to ensure that the spatial overlap is close to optimal

[97]. The threshold power can be lowered by reducing the intra-cavity loss or increasing

the reflectivity of the fundamental output coupling mirror, rather than increasing the

resonant enhancement of the pump. The phase matching bandwidth, the temperature

over which the non-linear interaction is optimised, is also typically larger in the singly

resonant case [108]. It is reduced in the doubly resonant system because a temperature

shift will result in a differential phase shift on both fields. The cavity length is typically

locked through deriving an error signal from one of these intra-cavity fields and hence the

cavity will only track the resonance condition of that field. Finally, in the singly resonant

system, no techniques are required to ensure that the pump field and fundamental field

are co-resonant. Co-resonance is an issue because intra-cavity dispersion shifts the phase

relationship between the two fields as they travel around the cavity.

Intra-Cavity Dispersion

The resonance condition of the cavity requires that the phase of a particular field at some

location in the cavity be equal to the phase after the field has undergone a complete

round-trip and returned to the same location. If the phase relationship between the two

fields varies after one round trip then the two fields will now resonate at different cavity

lengths. This effect is shown in Figure 6.6

We see that at location 5 the two fields now have a very different phase relationship

to that when they started their journey, at location 1. A control loop designed to lock the

pump field, for example, will now change the cavity length such that the phase of pump

field at location 5 matches the initial phase. However, due to the changed relationship

between the two fields, the fundamental field will no longer resonate. If this field is not

resonant then many effects arise, but the final result is that squeezing is degraded. With

this in mind, it is helpful to resonate the pump field by only a moderate amount, such
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Figure 6.6: Cavity dispersion as the pump and fundamental fields traverse one round-trip of the

cavity. As the fields complete one round-trip, they pick up phase shifts from each mirror surface

and from the nonlinear medium. As they complete one round trip, from location 1 to location 5,

the phase relationship between the two fields has changed.

that the pump field linewidth is much broader than the fundamental field linewidth, such

that co-resonance is more easily achieved. By doing this, the sensitivity of the cavity to

temperature and length fluctuations is reduced.

Historically, cavity dispersion between the two cavity modes has been overcome by

detuning the temperature of the non-linear medium. This allows for dispersion within

the material to compensate for dispersion from the various sources of dispersion. In a

monolithic geometry, varying the temperature is the only method of overcoming intra-

cavity dispersion. This technique is not ideal, as it forces the system away from the

ideal phase matching temperature, reducing the efficiency of the non-linear process. The

magnitude of this effect is dependant upon the FWHM of the non-linear conversion process,

which varies significantly between materials [108].

A simple method for overcoming intra-cavity dispersion is to use a dispersion plate

[124]. The dispersion plate is simply a “window” of dispersive material that has been anti-

reflection coated at both wavelengths in order to minimise losses. The angle of incidence

between this plate and the two fields, inside the cavity, is varied in order to change the

path that the two fields travel through the material. By tuning the angle of the plate, a

position can be found where the dispersion introduced by the plate compensates for that

introduced by the crystal and the cavity mirrors. The disadvantage of this method is the

extra loss introduced, decreasing the escape efficiency and hence the squeezing produced.

Such a plate might will also likely reduce the forward to reverse direction rejection ratio

of the bow-tie cavity.

An alternative method of overcoming intra-cavity dispersion, wedged quasi-phase

matched crystals, is described in detail in 6.3.6. This method does not introduce ad-

ditional loss or scattering into the OPO and allows the non-linear medium to operate at

the optimum phase-matching temperature.
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6.2.2 Escape Efficiency and the Doubly Resonant System

As mentioned previously, the bow-tie cavity has the disadvantage over other cavity de-

signs of having a relatively larger number of HR and AR surfaces per round trip. This

higher intra-cavity loss results in a decreased escape efficiency. The escape efficiency was

introduced in § 5.6 and is defined

ηesc =
κout1

κ1
. (6.11)

Seeing as the losses in the cavity cannot be easily tailored, the remaining means of

increasing the escape efficiency is then to increase the decay rate of the output coupler by

reducing the reflectivity of the output coupler for the squeezed field. This comes with the

unwanted side-effect of increasing the threshold power, given by Equation 5.36. However,

the threshold power depends upon the decay rates of both the fundamental and pump

fields. By resonating the pump field, thereby decreasing the decay rate of the pump field,

the threshold power can be tailored to suit the application. Figure 6.7 uses Equation 5.42

to illustrate the effect on the squeezing produced by the cavity as the reflectivity of the

fundamental and pump fields are varied on a singly-ended cavity, κ1 = κ
in/out
1 + κl1 and

κ3 = κ
in/out
3 +κl3. The sole coupling mirror has a power reflectivity for the pump of R

in/out
3

and a power reflectivity for the fundamental of R
in/out
1 .
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Figure 6.7: Contour plot of the vacuum squeezing produced, in dB relative to shot noise, from

a singly-ended doubly resonant OPO cavity as the reflectivities of the input coupler at the fun-

damental, R
in/out
1 , and pump, R

in/out
3 , wavelengths are varied. The white region in the top right

of the figure indicates the region where the system has moved above threshold. Darker regions

indicate more squeezing, with each contour indicating an increase of the squeezing by 1 dB. Pa-

rameters are; cavity length L = 0.273m, non-linear interaction strength, g = 1891, intra-cavity loss

at fundamental and pump, 0.26% and 4.6%, respectively, detection frequency, ω = 0, and incident

pump field power of 100mW.
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It is apparent that as the reflectivity of the coupling mirror at the fundamental is de-

creased and the escape efficiency increases, more squeezing becomes theoretically available.

However, without changing the pump power, it is necessary to increase the reflectivity of

the same mirror at the pump such that the incident power stays near to the threshold of

the system. This can be seen by tracing the contour that separates the squeezing from

the above threshold regime. This type of plot is particularly useful in situations where the

maximum amount of pump power is known, as is often the case in experimental setups.

The final thing to mention is that this figure does not indicate the amount of circulating

pump field power. As the value of R
in/out
3 is increased, the circulating power also increases,

by Equation 5.15. If the circulating power becomes too high then photothermal effects

will reduce the stability of the system and may even lead to damage of the non-linear

medium. This is explained in more detail in § 6.3.4.

It is important to understand the effect varying one property of the cavity system will

have on the other properties. Improving one parameter often leads to the degradation of

another. One of the most important and defining properties of the system is the reflectivity

of the output coupler at the fundamental wavelength (or input/output coupler in the case

of a singly-ended cavity). The interplay between the various parameters that depend

upon the reflectivity of the input/output coupler at the fundamental wavelength for a

singly ended cavity is shown in Figure 6.8. To find the right reflectivity is a balancing act

between the various cavity parameters, particularly the escape efficiency and the threshold

power. For example, lower threshold powers are generally preferred because of reduced

photothermal effects. However, increasing R
in/out
1 to achieve this, decreases the escape

efficiency and the linewidth, and increases the finesse.
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Figure 6.8: The fundamental finesse, F1, fundamental linewidth, ∆ν1, escape efficiency, ηesc,

and the threshold power Pcrit
3 of the cavity as the reflectivities of the input/output coupler for the

fundamental, R
in/out
1 , is varied. Parameters are; cavity length L = 0.273m, non-linear interaction

strength, g = 1891, reflectivity of the input/output coupler at the pump wavelength, R
in/out
3 =

0.722, and intra-cavity loss at fundamental and pump, 0.26% and 4.6%, respectively.
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6.2.3 Linewidths and Finesse

The linewidth of the cavity at the fundamental wavelength was tailored specifically for

the coherent locking field used. The cavity mirrors and length were chosen such that the

linewidth was 25.9MHz, placing the coherent locking field, which is detuned from the

carrier frequency by 29.8MHz, just outside the cavity linewidth. This will be explained

in more detail in § 7.4 but the philosophy was to ensure that the coherent locking field

inside the cavity was kept as small as possible. The linewidth of the cavity at the pump

frequency was 71MHz, chosen to be as broad as possible to ensure that the non-linear

gain sensed by the coherent locking field was as large as possible. However, increasing

the linewidth of the cavity at the pump frequency increases the necessary pump power

to reach threshold, and the PDH lock controlling the cavity length on this field performs

better with higher finesse, and hence smaller linewidth, cavities.

6.2.4 Threshold Power

As mentioned in the section on escape efficiency (§ 6.2.2), increasing the escape efficiency

by reducing the reflectivity of the fundamental coupling mirror, R
in/out
1 , results in a higher

threshold power. This effect can be counteracted by increasing the reflectivity of this

coupler at the pump frequency. Figure 6.9 has the same parameters as Figure 6.7, but

this time shows the threshold power as the reflectivity at the fundamental and pump

frequencies is varied.
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Figure 6.9: Contour plot of threshold power, P crit
3 [W], for a singly-ended doubly resonant OPO

cavity as the reflectivities of the input coupler at the fundamental, R
in/out
1 , and pump ,R

in/out
3 ,

wavelengths are varied. Greener regions indicate a higher threshold, with each contour indicating

an increase in the threshold power of 50mW. Parameters are; cavity length L = 0.273m, non-

linear interaction strength, g = 1891, intra-cavity loss at fundamental and pump, 0.26% and 4.6%,

respectively.
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It can be seen that the threshold power depends very strongly upon the reflectivity of

the coupling mirror. As the reflectivity at the fundamental drops below a value of around

0.8, the threshold increases very quickly and the system becomes impractical. Increasing

the reflectivity of this mirror at the second harmonic reduces the threshold value but will

also increase the circulating power. An operating condition must be found where the

escape efficiency and the threshold power are both reasonable.

6.3 Non-Linear Crystal Considerations

There are many choices of non-linear crystals available when building an OPO. The ideal

material would possess high non-linear gain, low absorption and a high damage threshold.

Below is a summary of the properties of some of the more commonly used periodically poled

materials. Many of the absorption values are for materials that have not been periodically

poled. A number of experiments have qualitatively found the absorption in periodically

poled materials to be nearly identical to those without poling [109]. Multiplying the

GRIIRA values by the absorption of the medium in the absence of green light results in

the absorption value found in the presence of a 532 nm pump field.

Crystal n deff [pm/V] α [%/cm] Dam. [W/cm2] GRIIRA

PPMgO:LN 2.1494//2.2279 15.9 < 0.1 [125] > 400 [126] 1 [127]
PPKTP 1.8296//1.8868 9.3 0.02 [109] 89k [128] 7 [109]
PPLT 2.1399//2.2078 8.8 0.1 [129] 1 [125]
PPKN 2.1201//2.2041 12.5 < 0.5 [130]

Table 6.2: Crystal properties of some of the more commonly used periodically poled materials; the

refractive indices, n, non-linear strength, deff , absorption, α, damage threshold, Dam., and green

induced infra-red absorption, GRIIRA. Values for refractive indices and non-linear coefficients are

from Shoji et al. [122]. Values which could not be found or verified have been left blank.

A periodically poled material was necessary for the cavity because a doubly resonant

system was desired and dispersion compensation was to be achieved through the use of a

wedged crystal. This is explained in detail in § 6.3.6.

6.3.1 Periodic Poling and Non-Linear Strength

Periodic poling was introduced in § 4.5.2. It is a means of achieving quasi-phase matching

within a material. Periodically poled materials typically exhibit larger non-linear interac-

tion strengths than their birefringent matched counterparts due to the fact that the poling

can be designed for use with the optimal non-linear coefficient of the crystal. Birefringent

phase matching [131], requires cutting the crystal at a particular angle such that the re-

fractive indices of the fundamental and pump fields are equal at some temperature. The

temperature at which birefringent phase matching occurs can also be rather inconvenient,

as in the case of lithium niobate, whose phase matching temperature is 60 degrees Celsius

or higher [108]. With periodic poling the quasi-phase matching temperature can be chosen

by varying the domain size of the poling, choosing them to match the coherence length

(defined in Equation 4.13) at a particular temperature. The limitation to this is when the

domain periods required become too small to physically manufacture.
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6.3.2 Absorption and Scattering

As discussed in § 5.6, the loss due to the crystal is often the limiting factor for the amount

of squeezing that a system can produce. With this in mind, it is important to choose a

non-linear material with as small an absorption coefficient as possible. Table 6.2 shows the

expected absorption values for the various non-linear materials. These values are difficult

to measure and as such there are limited papers detailing these properties. Quoted values

for these materials can vary substantially, and is likely related to the specific growth

conditions. This makes it hard to get a good estimate on the actual absorption one might

expect. From experience, the loss can also vary greatly between different crystal growth

batches. Local defects in the materials can have an enormous impact on the crystal loss.

It is often necessary to translate individual crystals and search for the location where the

intra-cavity loss is at a minimum.

6.3.3 Green Induced Infra-Red Absorption (GRIIRA)

Many non-linear materials exhibit a property known as GRIIRA. In the presence of green

light, the absorption of these materials in the infra-red increases. The phenomenon has

been studied in detail for many materials and is believed to be due to the formation of

“colour centres” [127, 125, 132, 109]. The infrared absorption for some materials can

increase by as much as a factor of 35 in the presence of green light [125] and as such it is

worth understanding which materials exhibit this property and how it can be avoided.

Wang [109] meaured the GRIIRA response of KTP and PPKTP after illumination

with a 532 nm pump intensity of 320MW/cm2. In this material, the absorption of KTP

was seen to increase by greater than a factor of 5 and the absorption of PPKTP was seen

to increase by greater than a factor of 7. In the absence of GRIIRA the absorption of this

material is that quoted in table 6.2, a value of 0.2%/cm. GRIIRA in lithium niobate was

a limiting factor until it became standard practice to dope the crystal with magnesium

oxide. Furukawa et al. [127] showed that with sufficient doping, GRIIRA could essentially

be eliminated from both congruent and stoichiometric growths of lithium niobate.

GRIIRA has been studied well enough that in most commonly used materials GRIIRA

is no longer an issue under standard operating conditions. It is worth noting, however,

that loss in PPMgO:LN may be less than in PPKTP under high circulating pump fields

at 532 nm.

6.3.4 Damage Threshold and Photothermal Effects

The powers used in these experiments are typically very far from the damage threshold of

the crystals. With a typical circulating power gain of 10 for the pump field in a doubly

resonant system, a threshold power of 200mW and a waist size of 30µm, the intensity

of the light hitting the non-linear medium is approximately 0.7 kW/cm2 at threshold.

This is very close to the damage threshold of non-doped congruent lithium niobate, at

1 kW/cm2 [127], but most lithium niobate crystals are now doped in order to increase

this value. Doped and/or stoichiometric growths can lead to lithium niobate damage

thresholds greater than 8000 kW/cm2 [127]. For comparison, potassium titanyl phosphate

is reported to have a damage threshold of 41MW/cm2 [128]. Interestingly, periodic poling

can also increase the damage threshold of both KTP and LN [128]. These power levels are

generally not reached in OPO setups because photothermal effects, such as lensing and

localised heating, from the relatively high absorption of the pump field in most of these
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materials, will destroy the stability of the OPO well before the large laser powers needed

to damage the crystal are ever reached.

6.3.5 Grey Tracking

Whilst the damage threshold of KTP is generally considered significantly higher than that

for LN, it can exhibit a phenomenon known as grey tracking. Grey tracking, or pho-

tochromic damage, is not completely understood but it is an effect whereby the refractive

index of the material and the loss changes after some time of exposure to bright radiation

[118, 117, 119]. It has been shown that grey tracking only occurs in the presence of both

fundamental and second harmonic fields [117] and that it also occurs in non-degenerate

OPA systems. The effect can typically be removed through heating of the crystal, al-

though long term effects of this damage have not been investigated. PPKTP is the only

material from Table 6.2 that is known to exhibit this effect.

6.3.6 Wedged Crystal

In doubly resonant cavity systems, in which the pump and the fundamental field are both

resonant, cavity dispersion must be overcome. Intra-cavity dispersion is introduced in

detail in § 6.2.1. It was discussed that intra-cavity dispersion was historically overcome

with the use of a dispersion plate but that this introduces additional intra-cavity losses.

An alternative solution, one that does not introduce additional intra-cavity loss, is to

use a wedged quasi-phase matched crystals. This technique exploits the fact that quasi-

phase matched materials inherently have different refractive indices for the fundamental

and pump fields. At the phase matching temperature, the coherence length matches the

poling length, compensating for dispersion. However, dispersion is still present. By leaving

a wedged section at the end of the crystal that is free of poling, one can vary the phase

relationship between the two fields as they exit the non-linear medium by shifting the

crystal laterally to the path of the beams, thus varying the distance travelled through

the dispersive medium. In this way, the intra-cavity dispersion can be compensated for

such to ensure that the pump and the fundamental fields are co-resonant. The physical

parameters of the wedged PPKTP crystals used throughout the work in this thesis are

shown in Figure 6.10.

10mm

0.5mm

0.1mm

1mm

5mm

Figure 6.10: The periodically poled wedged crystal. The wedge is cut at an angle of approximately

1 degree.

One thing to note is that the wedge will cause the two fields to undergo different angles

of refraction upon entering or exiting the medium due to the different refractive indices

of the two fields. Using refractive indices for KTP given in Table 6.2 we can examine the
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effect that the wedge will have on the propagation of the fields using Snell’s law [114].

We choose to investigate only the effect on the pump field. The pump field is propagated

through the non-linear medium and the cavity equations are then solved, taking into

account the change in angle of incidence of the pump field on the first curved mirror it

reflects off. Snell’s law is written

n1Sinθ1 = n2Sinθ2, (6.12)

where n1 is the refractive index of air, n2 is the refractive index of the medium, θ1 is

the angle between the normal of the mirror and the ray in free-space and θ2 is the angle

between the normal and the ray in the crystal. For the pump field we find, with a 1 degree

wedge, that the refracted field has an angle of 0.53 degrees. If we then propagate this

through the end of the crystal we find that the pump field exiting the crystal has an angle

of 0.89 degrees from the normal. The situation is shown in Figure 6.11.

1 Deg

0.53 Deg

0.47 Deg

0.47 Deg
0.89 Deg

12 Deg

Figure 6.11: Propagation of the pump field through a PPKTP crystal with a 1 degree wedge.

To solve for the intra-cavity field then requires that the θ term describing the angle

that the pump field hits the first curved mirror, matrix Mrt from Equation 6.6, have the

additional angle from the wedge added to it before it. Without the wedge the intra-cavity

pump field mode has a tangential waist of 23.81µm that is 0.14µm from the centre of

the crystal. With the wedge, the pump mode has a tangential waist of 23.01µm that is

0.55µm from the centre of the crystal. The results for the sagittal waists are very similar.

We therefore conclude that the wedge has only a minor effect on the intra-cavity modes.



Chapter 7

The ANU Squeezer

In this chapter the details of the squeezer that was constructed and operated at the ANU,

the prototype for the LIGO squeezer, are discussed. The properties of this cavity are first

introduced and the coherent locking scheme, used to control the angle of the squeezing, is

modelled using the cavity equations of motion. A variant of the original coherent locking

scheme, resulting in improved locking signals, is then investigated. The squeezing results

from this system are presented and discussed in Chapter 8.

7.1 ANU Cavity Properties

An overview of many of the design decisions were addressed in Chapter 6 and included

cavity geometry, choice of non-linear media, the escape efficiency and the physical distances

between mirrors. With these in mind, the properties of the squeezer constructed at The

Australian National University, henceforth referred to as the “ANU Squeezer” can be

understood. A photo of the cavity is shown in Figure 7.1

Figure 7.1: The doubly resonant, bow-tie optical parametric oscillator.

The original design for this cavity (the mirror mounts, optical layout, mounting block

etc.) originates from the work of Nicolai Grosse for use in a harmonic entanglement

experiment [116, 133, 80]. The general design suited our needs because of its modularity,

the ability to customise the components and the fact that it was a travelling wave design.

73
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The cavity length is controlled with a lead zirconate-titanate ceramic stack (or PZT). A

number of modifications were made to the PZT mount, the crystal holder, the crystal

translation stage, and the cavity length to improve upon the original setup. The design

allows for easy exchange of non-linear materials, multiple input and output ports, and

the ability to alter the mirror separations with ease. The layout of the cavity is shown in

Figure 7.2. The design choices taken when constructing the bow-tie cavity were;

• Physical Size - One of the design philosophies was to design the OPO as small as

possible after taking all other considerations into account. This was to reduce the

bench space required for the device.

• Mechanical Stability - The entire cavity is constructed on a large steel block, shown

in Figure 7.1. The steel block at the base of the cavity allows for easy construction

and, once completed, shifting of the cavity. It allows the OPO to be a modular

device and adds rigidity to the entire device.

• Angle - The folds in the bowtie cavity are designed to have an angle of 12 degrees.

This angle is made as small as possible in order to reduce astigmatism. The limit

on the reduction of this angle is the cavity size and clipping of mirror mounts by the

beam.

• Cavity Length - The cavity length was chosen such that with the smallest angle

possible, the mirror mounts would not interfere with the beam paths.

θ
Brass PZT Mount

PZT

Copper Crystal Holder & Oven

1cm

Figure 7.2: To-scale layout of the bow-tie optical parametric oscillator. The bow-tie angle, θ, is

12 degrees and the brass PZT block is cut out to allow for optical access to the back of the mirror

attached to the PZT.

Three of the cavity mirrors were provided by Photon LaserOptik; the two curved HR

mirrors (with radii of curvature of -38mm) and the input/output coupler, all half an inch

in diameter and 6.35mm thick. The remaining mirror, from AT Films, was the 99.82%

reflective coherent locking mirror which was half an inch in diameter and 3.2mm thick to

reduce the weight that the PZT had to drive. The PZT is a standard ceramic stack from

Piezomechanik, attached using Loctite E-30CL epoxy due to its large Young’s modulus,

onto a brass block. This block is hollowed such that the input and output ports of this

mirror are accessible. This was done after finding that coupling through the curved mirrors

had proved difficult in previous cavities. The coatings were all designed for an angle of

incidence of 6 degrees to account for the 12 degree cavity angle. The cavity parameters

are shown in Table 7.1
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Cavity Parameter Symbol Value Uncert. Units

Fundamental Wavelength λ1 1064 - nm
Second Harmonic Wavelength λ3 532 - nm

Input/Output Coupler Fundamental Ref. R
in/out
1 0.839 0.001 -

Input/Output Coupler Pump Ref. R
in/out
3 0.722 0.001 -

Coherent Locking Mirror Fundamental Ref. Rcl
1 0.9982 0.0002 -

Total Intra-Cavity Loss for Fundamental T l
1 0.0026 0.0001 -

Total Intra-Cavity Loss for Pump T l
3 0.046 0.001 -

Finesse at Fundamental F1 36 3 -
Finesse at Pump F3 16.8 0.6 -
Linewidth at Fundamental ∆ν1 31.2 1.5 MHz
Linewidth at Pump ∆ν3 65.3 2.5 MHz
Auxiliary Laser Detuning ∆Aux 29.8 - MHz
Optical Path Length L 0.279 0.001 m
Threshold Power P crit

3 118.0 0.1 mW
Escape Efficiency ηesc 0.985 0.001 -

Non-linear Coupling Strength g 1891 9 s−
1
2

Curved Mirror Radius of Curvature RoC -38 - mm

Table 7.1: The properties of the ANU squeezer. The loss values given are the transmission values

of loss equivalent high reflectivity mirrors. Uncertainties are given for measured values.

The parameters were chosen to optimise squeezing without sacrificing stability. The

locking frequencies were chosen to match the frequencies available at the LIGO Hannford

site and as such the linewidths of the cavity were tailored, as much as possible, to work

with these frequencies. The following sections detail the optimisation of the non-linear

medium within the cavity and the two most important measurements for defining the

cavity properties, the threshold, which describes the strength of the non-linear interaction,

and the intra-cavity loss.

7.1.1 Optimising the Wedged Crystal

Determining the optimum operating conditions of the non-linear medium within the

squeezer is non-trivial. The position of the crystal varies the intra-cavity dispersion as

well as the loss due to local defects; the temperature sets the phase matching condition;

and finally, the pump power determines the amount of localised heating. Figure 7.3 shows

the experimental setup used for optimising the crystal parameters within the OPO.

Figure 7.3 shows that both the fundamental (red) and pump (green) fields enter the

cavity through the input coupler after combining on a dichroic mirror. The cavity length

can be scanned using the PZT attached to one of the cavity mirrors and a second PZT

can be driven to scan the relative phase between the fundamental and pump fields. The

crystal is located on a translation mount and temperature actuation is available through

utilisation of a Peltier device. Photo-detectors are used to detect the transmitted and

reflected components of both laser fields. The reflected fields are separated by a second

dichroic mirror.

• 1) The bottom half of 1) in Figure 7.4 shows that the crystal was set up such that

the fields travelled through it at one edge to provide a position reference. The pump

power was then set to the expected final operating pump power so that localised



76 The ANU Squeezer
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Figure 7.3: Schematic of the experimental setup used to optimise the crystal parameters within

the OPO. PZT - piezo-electric transducer, PDft - transmitted fundamental field photo-detector,

PDfr - reflected fundamental field photo-detector, PDpt - transmitted pump field photo-detector,

PDpr - reflected pump field photo-detector.

heating due to absorption from the pump was factored into the optimisation. A

theoretical value for the threshold, allowing one to estimate the expected operating

pump power, can be found using the technique described by Boyd and Kleinmann

[121] or alternatively, one can estimate values from previous experiments by using

information such as that shown in table 7.1. The top half of 1) illustrates the pump

(green) and fundamental (red) fields detected on PDpt and PDft photo-detectors

respectively, as the cavity length was scanned. At this point, the temperature of

the crystal had been set to the phase matching temperature specified by the man-

ufacturer, of approximately 35 degrees Celsius. At this temperature, the two fields

resonated at different cavity lengths.

• 2) To tune the dispersion such that the cavity was co-resonant for both circulating

fields, the crystal was displaced relative to the circulating fields as shown in the

bottom half of 2) in Figure 7.4. The crystal was translated until the transmitted

fields, as monitored on PDpt and PDpt, showed that both fields were resonating at

the same cavity length.

• 3) The co-resonance condition found by following the previous steps provides only

a rough estimate for co-resonance. This is mainly due to the fact that co-resonance

has been found as the cavity was being scanned and therefore the pump field, which

causes localised heating and thereby introduces dispersion, does not have enough

time to reach an equilibrium within the cavity. Additionally, it is not strictly co-

resonance that one need to concern themselves with. To optimise the amount of

squeezing, the non-linear interaction strength is the parameter that must be opti-

mised. To optimise this, and to remove dynamical effects, the non-linear gain was

then measured. This involved locking the cavity length, reducing the fundamental

field power, and scanning the phase of the pump field using the second PZT. These
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1) 2) 3) 4) 5) 6)

Figure 7.4: Schematic of the procedure used to optimise the temperature and position of the

non-linear crystal. The top row illustrates the modelled signals (not to-scale) from various photo-

detectors for the fundamental (red) and pump (green) fields (the magnitude of these signals is

arbitrary and the x-axis is time). The bottom row shows the position of the laser beam through

the crystal inside the cavity. Different colours for the crystal represent that the crystal temperature

has changed. Full description in text.

steps are described in further detail in § 7.1.2. The signal on PDft then shows the

non-linear gain of the fundamental field as the relative phase between the fundamen-

tal and pump fields was scanned.

• 4) To optimise the non-linear gain, the temperature of the crystal was then adjusted

until the largest amount of gain was seen. The non-linear gain is recorded (as

described in § 7.1.2.

• 5) Although the maximum non-linear interaction had then been determined, another

parameter must also be addressed, loss within the crystal. The loss can change by

very large amounts as the crystal is translated due to local defects in the crystal.

Therefore the loss at this crystal position was measured, by unlocking and then

scanning the cavity length and analysing the reflected field signals detected by PDpr

and PDfr. The process is quite involved and so a detailed description is left for §
7.1.3.

• 6) The locally optimised non-linear interaction strength and the intra-cavity loss were

then known for some position within the crystal. However, the crystal wedge was

designed such that there were at least 3 locations where the beams could enter the

crystal, at the phase matching temperature, and be co-resonant. The entire process

was then repeated for these other locations, found by tuning the crystal to the phase

matching temperature and translating the crystal to where the two fields were seen

to co-resonate again. The entire process was then repeated, eventually resulting in

a known crystal displacement with the lowest loss and highest non-linear interaction

strength. The system was then brought back to this operating regime.

7.1.2 Measuring Threshold

The setup for measuring the non-linear gain of the OPA system is shown in Figure 7.5.

First, the pump field is blocked such that it does not enter the cavity, and the tempera-

ture of the non-linear crystal is set to approximately 20 degrees above the phase matching

temperature (specified at approximately 35 degrees Celsius). The fundamental field en-

ters the cavity, resonates and some portion is then transmitted through the cavity. This

transmitted field reflects off a dichroic mirror, and is then detected on the photo-detector.
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Figure 7.5: The setup for measuring the parametric gain. PD - Photo-Detector, BD - Beam

Dump, PZT - Piezo-Electric Transducer.

This signal is measured on an oscilloscope and sets a reference level for the amount of

transmitted cavity light in the absence of non-linear gain. Next, both the fundamental

and second harmonic fields are made to enter the cavity and the temperature of the non-

linear crystal is tuned to near phase matching. By scanning the phase of the pump field,

using the piezo, the system is driven through amplification and de-amplification of the

fundamental field (See § 5.5). The output field, consisting of light at both wavelengths, is

then incident on a dichroic mirror, separating the two fields. The intensity of the funda-

mental field is once again detected on an oscilloscope. The resulting signal is a sinusoid

showing the non-linear gain on the fundamental field. The amount of amplification and

de-amplification is maximised by tuning the temperature of the crystal. By taking the ra-

tio of the maximum and minimum voltage values of this sinusoid, with the initial reference

value, one can determine the non-linear gain in both the amplification and de-amplification

regimes respectively. By taking these measurements for many different pump powers, the

threshold can be determined by using the theory introduced in § 5.5. The results for the

ANU squeezer are shown in Figure 7.6.

The incident pump power was multiplied by the mode matching of this field to the

cavity in order to get a more accurate figure on the amount of light that will actually enter

the cavity and undergo cavity enhancement. The proportion of light that does not match

the cavity mode simply reflects off the coupling mirror. The best fit to this data resulted

in a threshold power of 118mW for the amplification regime and a threshold of 85mW for

the de-amplification regime. The discrepancy is likely due to the fact that de-amplification

is much harder to measure accurately. The signal to noise ratio is smaller because of the

signal size and thus noise sources can add systematic offsets if not properly accounted for.

With this in mind it was assumed that the amplification regime provided the best estimate

and concluded that the squeezer had a threshold of approximately 118.0± 0.1mW. Using

this threshold power and the mirror properties in Table 7.1, Equation 5.36 can then be

solved for the non-linear coupling term, g, to determine a value for the non-linear coupling

term of 1891± 9 s−
1
2 .
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Figure 7.6: Parametric gain as a function of pump amplitude for the ANU squeezer. The points

are the data and the blue curve is the best fit to Equation 5.52.

7.1.3 Measuring Intra-Cavity Loss

It has been emphasised many times that the total losses in the cavity, arising from sources

such as scatter, absorption and non-unity mirror reflectivities, limit the amount of squeez-

ing that can be produced. To get a reasonable understanding of the experiment, it is

therefore necessary to characterise the intra-cavity losses as accurately as possible.

The simplest method to get an estimate for the intra-cavity losses is to measure the

transmission of the individual components within the cavity, the mirrors and the crystal,

in a single-pass setup. Whilst this will give a rough estimate on the losses, this method

cannot provide information on scatter or absorption and the single-pass experiment cannot

mimic the exact conditions in the cavity. Local defects, in particular within the non-linear

medium, but also from defects in the mirror coatings, are spatially dependent and thus

depend upon the beam radius as it interacts with the various loss sources, as well as

the positioning of these beams on the mirrors and the positioning through the crystal.

The cavity samples these loss sources many times before exiting the cavity so a method of

measuring loss that utilises this fact can provide a more accurate measure than single-pass

techniques.

Perhaps the most common method for determining intra-cavity losses is to measure

the finesse of the cavity. Equation 5.17 shows that the finesse is dependant upon both

the coupler reflectivity and the intra-cavity losses. The first step is to determine the

properties of the coupler, specifically the power reflectivity. Measuring the transmissivity

of an individual mirror, such as the coupler, is simple provided that the mirror is not

highly reflective. This is a relative measurement (between input and output powers) and

as such, any systematic error from the power meter is subtracted. If the reflectivity of

the coupler were much higher, as is the case for the cavity HR mirrors, then the power

reflectivity must be inferred from the transmission. By doing this, one must assume that

loss from scatter and absorption is negligible, which is often valid, but as the reflectivity

of the mirror increases, these effects become more important.

Now that the reflectivity of the input coupler is known, we can infer the losses of

the OPO. Note that we infer the total losses of the intra-cavity system, and also that the

process by which the loss occurs (such as scatter or absorption) is of no importance because
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they all have the same effect on the intra-cavity field. We assume a single-ended cavity,

feed a field at the fundamental frequency into the input/output coupler and investigate

the reflected light as the cavity resonance frequency is scanned. Figure 7.7 shows the

power of the reflected field for various intra-cavity losses, using Equation 5.14.
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Figure 7.7: Theoretical fundamental field power response ratio of a singly-ended OPO (off phase

matching). The cavity resonance conditions is scanned and the response is shown for 3 values of

the total intra-cavity loss; 0.5% as the solid black line (finesse of 34.8), 0.4% as the dotted blue

line (finesse of 34.6), and 0.6% as the dotted red line (finesse of 35.0).

Figure 7.7 reveals that the finesse is a poor measure of the loss. It is evident that

the linewidth of the cavity response varies minutely as the intra-cavity loss changes. The

reason for this is evident in how the finesse is defined, see Equation 5.17. By measuring

the finesse, we are trying to measure a change in reflectivity of 0.1% on top of a reflectivity

of 85% from the input/output coupler.

Additionally, resonance is typically scanned by driving a PZT. This needs to be done

over an entire free spectral range in order to evaluate the finesse 5.2.3. The response of

these PZTs is not linear, particularly not over a large scanning range [134]. So not only is

the signal small, but the non-linear response of the PZT results in a completely unreliable

measurement.

Figure 7.7 shows that the power of the reflected field on resonance is a much more

sensitive measure of the intra-cavity loss. Working from Equations 5.14 we can determine

the reflected power on resonance as a function of the cavity decay rates. We drop the

operator notation as we are only interested in the classical behaviour of the fields and

write

P ref
1

P dr
1

=
Aref∗

1 Aref
1

Adr∗
1 Adr

1

=

(
2κ

in/out
1 − κ1
κ1

)2

=

(
κ
in/out
1 − κloss1

κ
in/out
1 + κloss1

)2

. (7.1)
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where we have assumed that the driving power, P dr
1 is equal to the amount of reflected

power when the cavity is off resonance. This is a valid assumption for small intra-cavity

decay rates and when the cavity is far from resonance. The P ref
1 term, refers to the

amount of power that is reflected from the cavity when it is on resonance.

The result is an equation that resembles the form of the fringe visibility, Equation 3.8.1,

which is very sensitive to the loss term, κ
in/out
1 . Determining the loss from the reflected

power is very sensitive because the drop on reflection is completely due to the intra-cavity

loss. In the absence of any intra-cavity loss, the reflected field equals the input field and

no dip in reflection is seen. The limitation to determining the intra-cavity loss from this

method is how well one can know the reflectivity of the input/output coupler. However,

as noted previously, this mirror typically has a moderately low reflectivity and thus the

error introduced by being unable to account for scatter and absorption is minimal.

The final note on measuring the intra-cavity loss using the reflected dip in power

on resonance is the effect that imperfect mode-matching has. Imperfect mode-matching

into the OPO can result in a low estimate for the loss because of the fact that any

mode-mismatched light will enter the detection photodiode and provide a DC offset. The

situation is shown in Figure 7.8, where the reflected power from the input/output coupler

of the ANU cavity was measured as the cavity length was scanned.
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Figure 7.8: Reflected power from the OPO, in Volts, as the OPO length was scanned using a

PZT. The higher order modes, modes (1)-(5), do not resonate when the cavity is locked to the

TEM(0,0) mode.

We can quantify how well the light field is matched to the resonance of the cavity by

defining the mode-matching value, MM , as

MM =
MM(0,0)

MM(0,0) +
∑
MM(x,y)

, (7.2)

whereMM(0,0) is the amount of light in the desired mode, in this case the (0,0) transverse

electromagnetic mode, TEM(0, 0), and
∑
MM(x,y) is the summation of the power in all

the remaining modes. All values are measured in voltages and are relative to the maximum
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reflected value. For Figure 7.8 the mode matching is written as

TEM(0, 0)

TEM(0, 0) + ((1) + (2) + (3) + (4) + (5))
= 0.784± 0.003. (7.3)

Let’s assume that the cavity were off resonance, which is to say that we assume all

modes MM(x,y) and TEM(0, 0) are off resonance. In this case, all of the light is reflected

towards the detector. The power measured is therefore the total power of this field. When

the cavity is on resonance, the reflected field consists of the reflected TEM(0,0) mode, plus

the other modes that are not resonant at this particular cavity length. These other modes,

in both cases, will result in a DC offset that needs to be subtracted. We can therefore

rewrite Equation 7.1 for the case where the modematching is not perfect as

P ref
1 −

∑
MM(x,y)

P dr
1 −

∑
MM(x,y)

=

(
κ
in/out
1 − κloss1

)2
−
∑
MM(x,y)(

κ
in/out
1 + κloss1

)2
−
∑
MM(x,y)

. (7.4)

This results in a loss value of 0.0026 ± 0.0001 per round-trip. Using this loss value

and the coupling mirror transmission shown in Table 7.1, results in an escape efficiency of

0.985± 0.001.

For comparison, we can determine the estimated round-trip loss by multiplying all

known loss sources from inside the cavity, the measured mirror transmission, and the

expected AR coating and PPKTP absorption losses. The AR coatings on the non-linear

crystal are specified at a transmission of 99.99% or higher, the PPKTP absorption was

found by Wang [109] to be 0.02%/cm, and the two curved HR mirrors had a measured

transmission of approximately 0.5%. The transmission of the coherent locking mirror was

measured to be 0.9982± 0.0002. The resulting loss equivalent mirror power reflectivity is

0.9999 ∗ 0.9999︸ ︷︷ ︸
2∗ARCoatings

∗ 0.9998︸ ︷︷ ︸
PPKTPAbsorption

∗ 0.9995 ∗ 0.9995︸ ︷︷ ︸
2∗CurvedHR

∗ 0.9985︸ ︷︷ ︸
Coh.Lock.HR

= 0.9971± 0.0005. (7.5)

Equation 7.5 shows that the resulting loss equivalent mirror is 99.71%. Using the

values for the coupling mirror and cavity length from Table 7.1, this results in an escape

efficiency of 0.983±0.003. As discussed, this value is not as reliable as found by measuring

the ratio of the reflected power on and off resonance but the two methods do agree.

7.2 The ANU experiment

The optical layout and electronic schematic for the ANU squeezer are shown in Figures

7.9 and 7.10 respectively. The majority of the main laser power (Innolight Mephisto)

is directed towards the SHG (SHG lock), with the remaining light passing through the

modecleaner cavity (MC lock) and providing the light for the LO field at the homodyne

detector. A beamsplitter in the LO path taps off some light to be used as a seed for

measuring visibility and parametric gain. The SHG passes through a Mach-Zender setup

(MZ lock) in order to stabilise the pump power before entering the OPO. The Mach-

Zender was only locked when squeezing measurements spanning over many hours were

desired. The reflected pump field is detected at the OPO Ref 532 photo-detector and

used to control the OPO cavity length via the Pound-Drever-Hall locking technique (OPO

lock). The auxiliary laser, phase locked to and frequency shifted from the main laser by
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Figure 7.9: The layout of the ANU experiment. All of the optical elements apart from mode-

matching lenses have been included. Red, green and orange fields are the fundamental, pump, and

frequency offset auxiliary laser fields respectively. The dashed green beam is the auxiliary laser

(Aux. Laser) second harmonic field, obtained after traversing a single pass through a non-linear

crystal (NLC). The dotted red beam is the squeezed field. EOM is electro-optic modulator, dichroic

indicates a dichroic mirror, and Pol. Beamsplitter represents a polarising beamsplitter.

29.8MHz, makes a single pass through a PPKTP nonlinear crystal, generating a small

amount of second harmonic. The second harmonic from the auxiliary laser beats, at

59.6MHz, with some of the main laser second harmonic at the pump phase detector and

is used to lock the phase of the pump field to the phase of the auxiliary laser (CLLI

lock). The remaining power from the auxiliary laser enters the OPO, where it senses the

nonlinear interaction and a second sideband field is generated, at -29.8MHz. The beat

between these two sidebands and the LO, at 29.8MHz, is then used to derive an error

signal to lock the phase of the LO to the phase of the auxiliary laser (CLLII lock).

The electronic loops for the ANU squeezer are shown in Figure 7.10. The second

harmonic generation cavity length (SHG), Mach-Zender phase (MZ), optical parametric

oscillator cavity length (OPO), the coherent locking loop phases (CLLI and CLLII), and

the local oscillator mode cleaner cavity (MC) loops are all illustrated. The first half of the

coherent locking loop, CLLI, locks the phase of the pump to the phase of the auxilliary

laser, and the second half, CLLII, locks the phase of the local oscillator to the phase of the

auxiliary laser. In the Mach-Zender loop, MZ, the SR560 preamplifier is set with a 6 dB

per octave low pass filter at 3Hz with a gain of 1. In the CLLII loop, the SR560 is set

with a 6 dB per octave low pass filter at 100Hz with a gain of 5. The servos, high voltage
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Figure 7.10: The electronics of the ANU experiment, showing the locking loops used. EOM -

electro-optic modulator, HV - high voltage amplifier, SR560 - Stanford research systems pream-

plifier, LPF - low pass filter. Further explanation in text.

amplifiers (HV), and the phase shifter were all constructed in-house. The phase between

the 29.8MHz and 59.6MHz frequency sources of the coherent locking loops are locked by

a function within the frequency generators.

7.3 Squeezed State Control

It was shown by McKenzie et al. in 2004 that in order to produce squeezing in the

audio detection band and below it was necessary to vacuum seed the OPO in order to

remove various noise couplings [63]. This necessity is made apparent in Appendix 1, where

the cavity equations of motion have been used to illustrate the relevant noise couplings.

However, the presence of a bright seed allows for the use of standard modulation locking

techniques in order to control the phase of the squeezing field [116]. Without a bright seed

field centred about the squeezing, control of the squeezed state becomes a challenging

task. In order to control the vacuum squeezing produced in the first audio-band squeezing
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measurements, McKenzie used a technique known as quantum noise locking [135]. This

technique was shown to work and was capable of controlling vacuum squeezed states.

However, it was found that, when locking a bright squeezed state, the performance of the

lock was worse than a reference technique, that of standard dither locking. The stability

of the lock was shown to be limited by both the amount of squeezing and the squeezing

bandwidth [135]. Unfortunately, these two parameters are not easily improved, and the

amount by which they can be improved is limited. It was concluded that quantum noise

locking was a useful technique but that its performance was limited.

7.4 Coherent Control

In 2006 Vahlbruch et al. introduced a new method for locking a vacuum squeezed state.

It was a coherent control technique and is now commonly simply called coherent locking

[66]. This locking technique derives its error signals from a bright field that enters the

squeezer, but is detuned from the resonant condition of the cavity, which is at half of the

pump frequency. This field can then provide information about the non-linear process

within the cavity, and hence the phase of the squeezed vacuum field, without seeding the

squeezing. The scheme is illustrated in Figure 7.11.
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Figure 7.11: The coherent locking scheme. The fields important to the various locking loops are

highlighted at locations 1,2,3. Full description of the fields and locking loops can be found in the

text.

The final goal of the locking scheme is to lock the phase of the squeezing to the phase

of the local oscillator. This occurs in many steps. At location 1 the auxiliary laser field, a

single coherent sideband field (CSF), shifted from the fundamental frequency by an amount

∆, beats with a field from the main laser. This signal is used to offset phase lock the two

lasers by the frequency ∆. This auxiliary laser is frequency offset so that the field can

enter the OPO and undergo non-linear gain without seeding the process at the main laser
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frequency. Inside the OPO, the CSF experiences the non-linear interaction, resulting in a

generated sideband field (GSF) (See § 7.4.1). The beat between the CSF and GSF fields,

at a frequency of 2∆, is detected at location 2 and is used to lock the phase of the pump

to the phase of the auxiliary laser. It will be shown in § 7.4.1 that the phase of the GSF

depends upon the phase of the pump field, providing the necessary phase information from

the pump field for this loop. At location 3, the CSF, GSF and co-propagating squeezing

have interfered with the LO at the homodyne detector beamsplitter. The beat at the

frequency ∆ betweeen the CSF, GSF and LO is used to lock the phase of the LO field to

the auxiliary laser. The pump field which exits the OPO is transmitted through a dichroic

mirror and dumped such that it does not reach the homodyne detector.

In summary, the coherent locking scheme has one loop to lock the phase of the auxiliary

laser to the main laser. It then has a second loop to lock the phase of the pump field to

the phase of the auxiliary laser and a final loop to lock the phase of the LO to the phase

of the auxiliary laser. This chain of loops results in the phase of the LO being locked to

the phase of the pump field. In Chapter 5 it was identified that the phase of the pump

field defines the angle of the squeezing. Therefore, the phase of the LO is locked to the

angle of the squeezing, as desired.
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∆
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Temp.
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Figure 7.12: Simplified schematic of the locking loops that make up the coherent locking scheme.

Fields 2 and 3 are the same as those illustrated in Figure 7.11. The two function generators at ∆

and 2∆ are locked to one another to ensure phase stability between the two locking loops.

7.4.1 Coherent Control Model

We note that the coherent locking system is essentially a non-degenerate OPA, a system

that we can model using the cavity equations of motion (Equations 5.32). We aim to

model the classical behaviour of the CSF and GSF fields present in the coherent locking

scheme. We begin by stating the classical equations of motion for the NDOPA and follow
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similar methods as undertaken by [136, 137, 138]

ȧ1 = i∆1a1 − κ1a1 + ga3a
†
2 +

√
2κin1 A

dr
1

ȧ2 = i∆2a2 − κ2a2 + ga3a
†
1 +

√
2κin2 A

dr
2

ȧ3 = i∆3a3 − κ3a3 − ga1a2 +
√

2κin3 A
dr
3 . (7.6)

In this case, terms with a subscript 1 represent the properties relating to the CSF,

subscript 2 relates to the GSF field and subscript 3 is, as before, the pump field. The

first simplification we will make is that the decay rates for the two locking fields, the

CSF and the GSF, are equal. This is reasonable provided that the cavity is locked at the

squeezing frequency (half of the pump field) because the two fields are symmetric about

the fundamental frequency. We will also assume that the pump field is resonant. The

detuning terms for the CSF and GSF fields cannot be set to zero as in the case of the

OPA because these terms describe the detuning of the coherent locking field from half the

pump frequency. The CSF field entering the cavity under standard operating conditions is

incredibly small, so it is valid to assume that the pump field is not depleted. Finally, the

GSF is not driven by an external field and hence we set Adr
2 = 0. Solving for the steady

state of the system allows us to write

(κ1 + i∆1)α1 = g

√
2κin3 Â

dr
3

κ3 + i∆3
α∗
2 +

√
2κin1 Â

dr
1

(κ2 + i∆2)α2 = g

√
2κin3 Â

dr
3

κ3 + i∆3
α∗
1. (7.7)

We wish to allow for any pump phase because this is important to the coherent locking

scheme. To achieve this, Equations 7.7 are simultaneously solved for the intra-cavity field

terms, α1 and α2, and their complex conjugates. This results in

α1 =
−
√
2κin1 A

dr
1 (κ2 + i∆2)

2κin
3 g2Adr∗

3 Adr
3

κ2
3

− (κ1 + i∆1) (κ2 + i∆2)

α2 =
−2g

√
κin1 κ

out
3 Adr

1 A
dr
3 (κ2 + i∆2)

κ3

(
2κin

3 g2Adr∗
3 Adr

3

κ2
3

− (κ1 + i∆1) (κ2 + i∆2)
) , (7.8)

where the relationship between the detuning of the CSF and GSF fields is such that

∆1 = −∆2.

Using the input/output relations (Equation 5.9), we can determine the output fields

and from this the power of the fields exiting the system (using Equation 5.5). Figure 7.11

shows the setup for the coherent locking field.

The chosen parameters match those for the ANU cavity, given in Table 7.1. It is

important to note that for the coherent locking scheme, the input coupler is now the HR

mirror that the CLF enters the cavity through, with R = 0.9982, and the output coupler

is, as before, the mirror where the squeezing and the coherent locking field exit the cavity

and travel towards the homodyne detector, with R = 0.839. The input coupler was chosen

to have a reduced reflectivity, when compared to the other HR mirrors, in order to slightly
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increase the component of the GSF field at location 2. The reflectivity was chosen such

that the additional intra-cavity loss, resulting in a lower escape efficiency, would be small

compared to the total intra-cavity loss. The reflected and transmitted fields can thus be

written

Aref
1 =

√
2κin1 α1 −Adr

1 (7.9)

Atrans
1 =

√
2κout1 α1 (7.10)

Aref
2 =

√
2κin2 α1 (7.11)

Atrans
2 =

√
2κout2 α1, (7.12)

from which the powers of the fields can be determined using Equations 5.5. Under most

circumstances, we can assume κin1 = κin2 and κout1 = κout2 , by requiring that ∆1 = −∆2.

We are now in a position where we can investigate the properties of the fields present

in the coherent locking scheme. Figure 7.13 shows the power and phase properties of the

transmitted and reflected CSF and GSF fields as a function of pump power and phase.

The figure illustrates many important features of the coherent locking scheme. With no

pump power, there is no generated sideband field. This is expected as there is no non-

linear interaction to transfer photons to this field. As the pump power is increased, the

non-linear gain of the system increases and photons are added to the CSF and GSF fields.

The gain in the figure is limited because of the large detuning of the fields. It is necessary

to ensure that the powers in the CSF and GSF do not become too large, otherwise noise

on these fields will be detected by the homodyne detector, adversely affecting the squeezed

state measurement.

As the phase of the pump field is varied, the phase of the CSF does not change but the

phase of the GSF varies linearly for both the reflected and transmitted fields. This is a

very important feature for the coherent locking scheme. The phase of the GSF is linearly

related to the phase of the pump and this is what facilitates the locking of the phase of

the auxiliary laser to the phase of the pump field.

The power seen in the reflected CSF and GSF fields highlights the limitation to this

coherent locking scheme as it was constructed in this experiment. The reflected field

consists of two components, the promptly reflected field and a component that escapes

the cavity. The issue is that due to the fact that we are coupling in via an HR mirror,

the promptly reflected component is much larger than the small amount that escapes the

cavity. This is very clear in Figure 7.13, where the reflected CSF has a power of 99µW

and the reflected GSF has a power of 0.8 nW. The beat between these fields is small due to

the very minor contribution from the GSF. The small amount of intra-cavity field leaking

through this HR mirror results in a lock with a suboptimal signal to noise ratio and limited

bandwidth.

It was experimentally seen that when the power of the auxiliary laser (or CSF field)

was increased above hundreds of micro-Watts the squeezing degraded. The mechanism by

which this happens is believed to be due to direct detection of the noise from the locking

field on the very sensitive homodyne detector but is not fully understood. The effect this

has, however, is to set a limit on the strength of the coherent locking field that can enter

the cavity. In particular, this sets a limit on the amount of GSF field that exits the cavity,

limiting the size of the beatnote used for the various locking loops.

One might ask whether the locking loop which locks the phase of the pump to the
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Figure 7.13: The powers of the transmitted and reflected CSF and GSF fields as the pump is

increased up to OPO threshold and the phase of the CSF and GSF fields as the phase of the pump

field is varied. The system is modelled on the ANU squeezer and as such all parameters are chosen

to match those given in Table 7.1; cavity length L = 0.273m, non-linear interaction strength,

g = 1891, reflectivity of the input/output coupler at the pump and fundamental wavelengths,

R
in/out
3 = 0.722 and R

in/out
1 = 0.839, respectively, and intra-cavity loss at fundamental and pump,

0.26% and 4.6%, respectively. The coherent locking field power was set to 100µW with a detuning

of ∆1 = 2π × 29.8MHz. For the phase diagrams, a pump power of 90mW is assumed.

phase of the auxiliary laser, location 2 in Figure 7.11, could instead be derived from the

field that exits the front coupler, where transmission is orders of magnitude larger than

those for the HR mirrors. However, this field also carries the squeezed light and as such

detection of this field before the homodyne detector cannot be made without degrading

the squeezing. It might then be possible to derive the error signal for this lock at the

homodyne detector. The homodyne detector is already used to lock the LO phase to the

coherent locking fields but it could also be used to lock the CSF to the pump phase provided

that the extra path length from the squeezer to the homodyne detector were stable. This

should theoretically produce a much stronger lock because of the increased field strength

exiting through the front coupler. The issue that arises, however, is that the homodyne

detector must now detect in the gravitational-wave audio-band, at ∆1 and at 2∆1. This is

technically challenging to do without affecting the performance of the detection circuit in

measuring the squeezed state and of the locks themselves. In particular, second harmonics

of the lock at ∆1 may affect the stability of the second lock at 2∆1.

The coherent locking scheme was the original scheme used to control the angle of the
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squeezing in the ANU squeezer. With this scheme, the unity gain frequency of the loop

that locked the phase of the auxiliary laser to the pump phase was approximately 20Hz

and the bandwidth of the loop that locked the LO phase to the CLF was 40 kHz. The

very poor bandwidth of the fist loop was the limiting factor in our control scheme and so

it was desirable to determine if a new method could be devised in order to improve the

stability of our squeezed state control.

7.4.2 Modified Coherent Locking

The concept of the modified coherent locking scheme was that instead of locking the phase

of the CLF to the pump phase by sensing the non-linear interaction, the phase between

these two fields could be locked by first up-converting some small portion of the auxiliary

laser field and then beating the pump field with this second harmonic CSF field. This

would also lock the phase of the auxiliary laser to the phase of the main laser in the same

locking loop, removing one of the locking loops from the original coherent locking scheme.
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Figure 7.14: The modified coherent locking scheme. The important fields are highlighted at

locations 1,2,3. A full description of the fields and locking loops can be found in the text.

The experimental setup for the modified coherent locking scheme is shown in Figure

7.14. At location 1 the coherent sideband field (CSF), shifted from the fundamental

frequency by an amount ∆, and its second harmonic are present. The second harmonic is

generated using a single-pass non-linear medium. At location 2 the green light reflected

from the OPO and transmitted through a dichroic beamsplitter is detected. The beat,

at a frequency of 2∆, between the up-converted CSF and the pump field is used to offset

phase lock the frequency of the auxiliary laser to the main laser using a standard offset

phase lock [139]. At location 3 the fields are unchanged from the original coherent locking

scheme, the CSF, GSF, squeezing and LO fields are all present at this location.
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By moving to this modified coherent locking scheme, the first locking loop can now

be optimised by varying parameters that do not affect the squeezing. In particular, the

power in the frequency doubled CLF field can be tailored for the locking loop. The already

strong second half of the lock, the loop that locks the phase of the LO to the phase of

the auxiliary laser, remains unchanged. The electronic loop of the modified coherent lock,

which locks the phase of the auxiliary laser to the phase of the pump, is shown in Figure

7.15.

2∆
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Temp.

Aux. Laser

CLLI PZT

Figure 7.15: The modified coherent locking electronics scheme. The beat between the pump and

up-converted auxiliary laser fields is used to derive an error signal. This error signal locks the

phase of the the auxiliary laser field to the phase of the pump field. Note that this loop also locks

the frequency of the auxiliary laser to the frequency of the main laser, with an offset of ∆.

With this modified coherent locking scheme, the bandwidth of the loop locking the

auxiliary laser phase to the pump phase was 2.5 kHz. The larger bandwidth results in

better suppression of the phase fluctuations on the squeezed field, reducing phase jitter.

This lock is more flexible due to two reasons; the amount of frequency doubled CSF can

be varied and; the fundamental CSF field power is only used for the stronger lock at the

homodyne detector, allowing for reduction of the the power in the CSF is so desired. The

CSF power used in the experiment for this locking loop was not changed from the original

coherent locking scheme, retaining its bandwidth of 40 kHz.

Both of these coherent locking schemes share an inherent weakness. This is that the

coherent locking schemes do not strictly force the lock to the angle of squeezing. It merely

ensures that the phase of the local oscillator in the homodyne detection scheme is locked to

the phase of the pump. In both the original and modified coherent locking schemes, if the

temperature of the non-linear medium changes in a way that cannot be compensated for,

as is the case with localised thermal heating due to drifts in pump power, then the cavity is

no longer perfectly resonant for both the pump and squeezed fields. This condition results

in a shift between the angle of the squeezed light and the local oscillator. Nonetheless,

even with this limitation, stability has been shown over many hours after recognising local

heating due to pump field fluctuations were a major source of noise, first identified and

overcome through stabilisation of the pump field power by Khalaidovski [140]. Stable

squeezing, controlled using the coherent locking scheme,in this paper was shown to have

a duty cycle of 99% over 20 hours.
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Chapter 8

Detection of Squeezed States

This chapter introduces the challenge of the detection of the states described thus far. The

first measurements of squeezing in the audio-frequency band were limited by excess noise

at low frequencies [63]. A “roll-up” in the frequency spectrum was seen towards lower

frequencies. This noise was evident on both the shot noise and squeezing measurements

[63, 66]. This led to the interesting situation where it could not be determined whether the

squeezing itself was degrading at low frequencies, or whether it was simply a limitation of

the measurement device. It was later shown that it was indeed possible to measure white

shot noise at frequencies down to below one hertz [141]. Beam jitter, electronics, local

oscillator noise coupling [64], non-stationary events in the balanced homodyne detector

output [65], and parasitic interference [141, 142] have all been shown to contribute to the

excess noise at low frequencies. In this chapter we present our findings on low-frequency

noise sources and the steps by which the various sources were identified and mitigated.

This chapter is based largely on the work presented in a paper recently written on this

topic [87].

8.1 Balanced Homodyne Detection Noise Couplings

We investigate the noise coupling by modelling the photocurrents in the balanced homo-

dyne detector in the same way as introduced in § 3.8. The model is set up as shown in

Figure 8.1. A bright local oscillator, Â = α + δâ, and the weak signal beam, B̂ = δb̂, of

interest interfere on a beamsplitter of power splitting ratio, ηbs, that is close to, but not

precisely, 50%. We assume that the signal field has no coherent amplitude, and is thus a

vacuum or squeezed vacuum state. The two photo-detectors have differing quantum effi-

ciencies, η1(x, y) and η2(x, y), that vary in the transverse plane. A loss term, ηl, is added

to one arm of the balanced homodyne detector to simulate loss from sources such as dust

(location 2). We define the δV terms as the vacuum fluctuation contributions entering due

to the the losses from the various loss sources, the inefficient photodiodes, δV1 and δV2,

and the loss introduced in one of the balanced homodyne detector arms, δV0.

The fields incident on the two photo-detectors, F1,2, are written

F̂1 =
√
η1

(√
1− ηl

(√
ηbsÂ+

√
1− ηbsB̂

)
+

√
ηlδV̂0

)
+
√

1− η1δV̂1, (8.1)

F̂2 =
√
η2

(√
ηbsB̂ −

√
1− ηbsÂ

)
+
√
1− η2δV̂2, (8.2)

where the explicit spatial dependence of the photodiode efficiencies have been removed

for succinctness. The ideal photocurrent produced by photodiode 1 is then proportional

to F̂ †
1 F̂1 and similarly for the photocurrent in photodiode 2. The two photocurrents can
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Figure 8.1: Conceptual view of the major issues arising in low-frequency measurements with

a balanced homodyne detector setup; 1 - beam pointing, 2 - scatter resulting in loss and/or

mode shape disortion, 3 - scatter leading to parasitic interference, 4 - the splitting ratio of the

beamsplitter, 5 - the subtraction of the photocurrents. All other terms are described in the text.

thus be written

iHD1 = η1ηbs(1− ηl)α
2 + η1ηbs(1− ηl)αδX̂

+
a +

η1
√
ηbs
√

1− ηbs
√

1− ηlαδX̂
+
b +

√
η1
√
ηbs
√

1− η1
√

1− ηlαδX̂
+
V 1 +

η1
√
ηbs
√

1− ηl
√
ηlαδX

+
V 0 (8.3)

iHD2 = η2
√

1− ηbsα
2 + η2(1− ηbs)αδX̂

+
a − η2

√
ηbs
√

1− ηbsαδX̂
+
b −

√
η2
√

1− ηbs
√

1− η2αδX̂
+
V 2, (8.4)

where the δX̂+
a = δâ† + δâ terms are the amplitude quadrature fluctuation operators

for the field fluctuation term δâ and similarly for δX̂+
b . It is the subtraction of these

two photocurrents, limited by experimental imperfections, that gives the output of the

balanced homodyne detector. Many of the coupling mechanisms for the various noise

sources can be seen in these equations and will be discussed in the following sections.

8.2 Electronic Issues

In an attempt to organise the various noise sources, the issues have been divided into those

of an electronic nature, and those of an optical nature. However, the distinction is not

always clear because many of these issues have a source in one of these origins but couple

in via some mechanism in the other. We begin by discussing the issues of an electronic

nature that limit the low-frequency measurement of squeezed states.

8.2.1 Balanced Homodyne Photo-Detector Electronics Designs

Two differing electronic designs for balanced homodyne photo-detectors were investigated.

Their simplified schematics are shown in Figure 8.2. The first is a twin photo-detector,
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variable gain design. In this design, the measured photocurrents are immediately amplified

through a trans-impedance stage on separate electronic boards and an electronic subtrac-

tor then takes the difference between these two signals [63]. The gain between the two

detectors can be varied to allow the subtraction of the photocurrents to be optimised elec-

tronically, allowing for the compensation of uneven optical powers and differences in the

photodiode responses. This allows for the compensation of unequal η1(x, y) and η2(x, y)

terms as well as an imperfect ηbs term from § 8.1. This design, henceforth known as the

variable gain design, is given in detail in [108], and the first measurements of audio-band

squeezing were made using this balanced homodyne detector design.

g2

g1

OUT OUT

a) Variable Gain Design b) Current Subtracting Design

g

Figure 8.2: The two balanced homodyne detector schemes: a) The variable gain design. The

photocurrents from the two photodiodes undergo separate transimpedance gain stage, g1 and g2,

and the two output signals are then subtracted. b) The current subtracting design. The two

photocurrents are subtracted before undergoing any electronic gain, g.

The second design is a single electronic board design, also shown in Figure 8.2. In

this design the photocurrents of both photodiodes are immediately subtracted from each

other before undergoing any amplification. There is no longer a variable electronic gain

and thus, balancing of the subtraction must be done optically, through manipulation of

the ηbs term. This is typically achieved by rotating the polarisation of the local oscillator

and/or signal field. A homodyne detector utilising this design, henceforth known as the

current subtracting design, is given in detail in [143]. A detector utilising this design was

constructed at the Max Planck Institute for Gravitational Physics in Hannover, Germany

and was provided to the ANU for use in the ANU squeezing experiment, to be later used

in the LIGO squeezed light injection. This detector had already been shown to measure

squeezing down to below 10Hz [141] and was used in most of the homodyne detector

measurements presented in this thesis. The current subtracting design has reduced clas-

sical noise due to the fact that all of the electronic components after the photodiodes are

common.

The current subtracting design also eliminates a second noise source, flicker noise. This

is not the case, however, for the variable gain design and as such it is necessary to address

the issue. Flicker noise is a noise source found in resistors that is proportional to the

amount of current passing through the resistor [144]. Flicker noise results in a pink noise

spectrum, or a 1/f roll-up towards low frequencies. The source of flicker noise is not well

known, but it can be mitigated using wire wound or metal film type resistors [145]. Figure
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8.3 shows shot noise measurements for the variable gain design constructed with standard

carbon film and with low flicker noise metal electrode leadless face (MELF) type resistors.

An experiment was devised where shot noise was measured in three separate cases. The

first two cases involved two identical homodyne photodetectors, the same as that presented

in [108], set up to work as a variable gain homodyne detector. One measurement was taken

with carbon film resistors and the other with MELF resistors. In the third case, one of

these photodetectors was modified by adding a second photodiode and having current

subtraction between these two photodiodes occur before the first gain stage, as shown in

Figure 8.2. This was done on a board using standard carbon film resistors to show that

the current subtracting design mitigates flicker noise. The results of these tests are shown

in Figure 8.3.
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Figure 8.3: Figure (a) shows the dark noise, (iii), and two shot noise traces, (i) and (ii), for the

variable gain balanced homodyne detector design with a local oscillator power of approximately

1.9mW. In trace (i), standard carbon film resistors are used and the shot noise is seen to deviate

strongly at lower frequencies. Replacing these resistors with low flicker noise resistors results in

the near flat shot noise measurement seen in trace (ii). The deviation seen near 10Hz is believed

to be caused by parasitic interference, as it was seen to have a time dependence (See § 8.3.4).

Figure 3(b) shows the normalised dark noise (ii) and shot noise (i) for the current subtracting

design, constructed by adding a photodiode to one of the photodetectors used in the variable

gain homodyne detector. As expected, even with standard carbon film resistors, flat shot noise

was measured to 10Hz. All traces are pieced together from 3 FFT windows: 0-800Hz, 0-6.4 kHz,

0-102.4 kHz with 800 FFT lines, resulting in resolution bandwidths of 1Hz, 8Hz, and 128Hz

respectively. 200 RMS averages were taken for all traces. The noise spikes seen in (a) are due to

mains harmonics that could not be removed.

The homodyne detector board design used to produce the traces in Figure 8.3 was the

same as that used in the first measurement of squeezing in the audio-band [63]. Flicker

noise had not yet been identified as a limiting noise source and as such, the measurements,

taken with a variable gain board, had a very similar roll-up to that illustrated in Figure 8.3

(a) trace (i). Flicker noise was almost certainly the major noise contributor in this early

experiment. As shown in Figure 8.3, the use of low flicker noise components is enough to

reduce the flicker noise to a level that no longer affects the measurements at the frequencies

we are interested in.
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8.2.2 Dark Noise

Dark noise, the electronic noise of the detection system when no light is incident on the

photodiodes, can also limit the measurement of shot noise and even more so squeezing.

This is typically worse at lower frequencies where electronics tend to have increased noise.

The problem is a technical one but it is worth briefly mentioning. Depending upon the

operating conditions, the current and voltage noise in the op-amps, and less so the the

dark current of the photodiode, are the sources of dark noise. Correct selection of readily

available components ensures that the dark noise does not limit the measurement. The

dark noise is typically measured relative to the shot noise level. The required clearance

between the two is dependent upon the amount of squeezing one wishes to measure.

Typical detectors can be made and bought with the shot noise approximately 10 dB above

the dark noise for normal operating conditions, but more advanced designs have the shot

noise around 20 dB or greater above the dark noise [143]. The clearance between shot

noise and dark noise can be increased in the balanced homodyne detector by increasing

the power of the LO field, thereby increasing the amount of measured shot noise. The

limitations to this however, are the amount of power that the photodiode can receive before

damage occurs and the fact that a greater LO field strength leads to a larger amount of

classical noise. This increases the amount of subtraction the balanced homodyne detector

needs to achieve in order to operate in the quantum noise limited regime.

Dark noise degrades shot noise and squeezing measurements because the noise of the

electronics adds to the measured shot noise or squeezing and makes them appear noisier

than they actually are. For the purpose of estimating the amount of squeezing incident on

the detector, one can correct for dark noise by simply subtracting it from all other traces.

For some signal, S, we can write its dark noise corrected value, SDNcor, in dBm as

SDNCor[dBm] = 10log10(10
S/10 − 10DN/10), (8.5)

where S[dBm] is the measured signal strength in dBm, and DN is the measured dark

noise, in dBm.

8.3 Optical Issues

Many optical issues also need to be addressed in order to achieve flat shot noise across the

audio-frequency spectrum. These optical issues and their solutions were investigated on

a simple tabletop experiment, shown in Figure 8.4. The output of an ND:YAG 1064nm

laser, after passing through a Faraday isolator, was directed into a steel chamber through

an anti-reflection (AR) coated window. Within the chamber, the light underwent spa-

tial filtering with a triangular ring mode-cleaner cavity or modecleaner with a linewidth

of approximately 4.7 MHz. The modecleaner was locked using the Pound-Drever-Hall

technique [146]. The light travels through a half-wave plate and is then incident on the

beamsplitter which directs the light towards a current subtracting balanced homodyne

detector [143]. The half-wave plate is used to tune the beamsplitter power splitting ratio,

ηbs.

8.3.1 Optical Balancing

Balancing the optical splitting ratio of the beamsplitter is crucial to the performance of

the balanced homodyne detector. A high common mode rejection ratio (CMRR), the
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Figure 8.4: The optical layout of the experiment designed to detect low-frequency noise sources

in the balanced homodyne detector setup. A high-speed photo-detector (PD) was used to lock

the modecleaner cavity (MC). The core components are enclosed in a steel chamber with an AR

coated window. The circled labels refer to the locations of issues discussed in following sections;

(A) 8.3.1 - Optical Balancing; (B) 8.3.2 - Scattering Loss (C); 8.3.3 - Beam Pointing (D); 8.3.4 -

Parasitic Interference.

measure of the ability of the balanced homodyne detector to reject signals common to

both photodiodes, is necessary such that classical noise present on both fields entering

the beamsplitter, the local oscillator and the signal field, is subtracted to a level well

below the shot noise level by the balanced homodyne detector. This issue is highlighted

in Equation 8.3. It is seen that with optimisation of the η1,2(x, y) and ηbs terms, the

subtraction of these two photocurrents can completely remove all terms proportional to

δX+
a , which is the noise on the local oscillator field. This is a necessary condition for the

balanced homodyne detector setup to ensure that one is accurately measuring the signal

field, absent unwanted classical noise sources.

The importance of balancing the beam splitting ratio becomes even more critical when

the signal field itself carries noise which needs to be subtracted, such as in the coherent

locking scheme [66]. The optical balancing is firstly tuned with the splitting ratio of the

beamsplitter, primarily through tuning of the angle. The coatings on the beamsplitters

typically do not allow for a perfect splitting ratio, and as such, the final balancing is

done through adjustment of the polarisation of the input fields using a half-wave plate.

Alternatively, if a variable gain design were used, then this adjustment could be made

through varying the gain. Optimising for the local oscillator arm, a stable CMRR of up to

80 dB was consistently achieved. Figure 8.5 shows that this level of subtraction should be

enough to adequately to suppress the classical laser noise from the local oscillator across

the entire spectrum. With this setup, a CMRR of 50 dB was obtained for the signal field.

This is sufficient because the power in the signal field is many orders of magnitude less

than the local oscillator.



§8.3 Optical Issues 99

10
2

10
4

−20

−10

0

10

20

30

40

50

Frequency [Hz]         

R
e

la
ti

v
e

 N
o

is
e

 P
o

w
e

r 
[d

B
]

Shot Noise Level

Figure 8.5: Relative intensity noise of the local oscillator field incident on the balanced homodyne

detector. At low frequencies, local oscillator intensity noise is more than 40dB greater than shot

noise. The trace is pieced together from 3 FFT frequency ranges: 0-800Hz with 50 root mean

square averages, 0-6.4 kHz and 0-102.4 kHz both with 100 averages. All traces taken with 800 FFT

lines, resulting in resolution bandwidths of 1Hz, 8Hz and 128Hz respectively.

8.3.2 Scattering Loss

We define scattering loss as an event occurring in the beam path which causes the scattered

light to exit the beam path and be lost to the system. Scattering events before the

beamsplitter will not affect the splitting ratio, but can couple noise in through changes in

mode shape (this is further discussed in § 8.3.3). However, problems can arise if the loss

originates in one of the balanced homodyne detector arms after the beamsplitter. This

loss, ηl, is illustrated in Figure 8.1 and in Equations 8.3. Dust particles, originating from

many sources such as clothing and skin, passing through the beam due to air currents

or gravity, will result in a non-zero loss term and momentarily reduce the magnitude of

the photocurrent, iHD1. This momentary change in the photocurrent occurs at frequencies

characteristic of the speed of the particle and will unbalance the homodyne detector setup.

This will result in a reduction of the CMRR, the transient value of which may not be

adequate to cancel the classical intensity noise of the laser.

If the dust particle in the beam path reduces the power in one of the beams by one

percent, the subtraction is reduced from 80 dB to 40 dB. Figure 8.5 shows that this reduc-

tion in CMRR is enough to couple classical intensity noise into the output of the balanced

homodyne detector. In addition, intensity noise at frequencies characteristic of the time

taken for the dust particle to traverse the beam, will couple directly to the output. Prior

work has shown that settling of dust does in fact improve the noise statistics of shot noise

measured using a balanced homodyne detector [65].

The effect of loss due to scattering in the homodyne detector arm was investigated by

first setting the optical power on each photodiode to 7V. With light on both photodiodes,

the DC voltage was subtracted to less than 1 mV. An air puffer was then used to disturb the

dust that had settled on various optics mounts. During this process, the subtracted output

of the detector was monitored on an oscilloscope. With this configuration, substantial

spikes in the subtracted output were observed for a few seconds after dust was excited

with the puffer at a location after the beamsplitter.
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Figure 8.6: The DC output of the balanced homodyne detector as a function of time. At time

t=0 a puffer was used to excite dust on a lens mount in the beam path. The spikes in the output,

(i)-(iv), are individual dust events affecting the balancing of the homodyne detector.

Figure 8.6 shows the voltage measured on the balanced homodyne detector over time

after one such excitation. Four spikes were observed, the largest causing a 0.07V, or

1%, change in the voltages between the two photodiodes. The typical voltage seen from

these disturbances was approximately 0.01V. These spikes would occur over a few seconds

following the excitation.

We also excited dust activity before the beamsplitter to see what effect this has on

the balanced homodyne detector. As expected, no spikes in the subtracted signal were

observed because the dust-induced loss is now common to both arms. Isolation against

scattering loss post homodyne detector beamsplitter is therefore crucial. The best way to

stop dust is to ensure the cleanliness of the environment. Clean rooms, suitable clothing

and enclosures all aid in reducing the amount of dust present in an experiment. However,

there always will be some dust present in air, therefore eliminating the air currents that

carry the dust through the beam paths, such as with an enclosure, is the next step. The

steel tank placed around the detection optics in our experiment both reduced the dust

present and the air currents. Once the tank was in place and sealed, the spikes in the DC

output of the balanced homodyne detector were no longer seen.

8.3.3 Beam Pointing and Mode Shape

A fundamental limitation to the photocurrent subtraction of the balanced homodyne de-

tector is provided by the spatially non-uniform response of the two photodiodes in the

detection scheme. This is represented by photodiode quantum efficiencies that are a func-

tion of position, η1,2(x, y). An investigation into the response of typical photodiodes has

shown that there are differences in the quantum efficiency across the photodiode surface

and also indicated that small “dead regions” are common [147, 148]. This inhomogeneity

allows for beam pointing and mode shape changes to couple into the measurement as a

noise source.

Beam pointing, also known as beam jitter, is a change in the trajectory of the beam,

which results in a translation of the intensity profile on the photodiode surface. Beam

pointing originates from forces acting on optical components, such as acoustic vibrations
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Figure 8.7: Balanced homodyne detector output traces illustrating a beam pointing event. Trace

(ii) is the regular shot noise level and trace (i) is the output of the balanced homodyne detector

during a typical blow-out event. The experimental setup is that shown in Figure 8.4, with the lid

of the steel tank removed. Blow-outs such as that seen in trace (i) occurred every few seconds, with

flat traces seen for most of the remaining time. All traces are measured with a span of 0-1.6 kHz

with 800 FFT lines, resulting in a resolution bandwidth of 2Hz. 100 root mean square averages

were taken for both traces.

and air currents, or from changes in air density in the beam path resulting in varying

refractive indices - the Schlieren effect [75]. If the transverse profile or positioning of

the beam changes (see § 8.3.3), then the photocurrent from the photodiode will vary

due to the spatial dependence of the diode efficiencies. Writing the spatial dependency

on the quantum efficiency in radial coordinates, η(r, θ), the intensity measured by the

photodiode is the integral over the entire diode surface, assumed to be circular, of the

quantum efficiency multiplied by the intensity profile, and can be written∫ d/2

0

∫ 2π

0
I(r, θ)η(r, θ) dθ dr, (8.6)

where d is the diameter of the photodiode surface and I(r, θ) is the intensity profile of the

incident field in radial coordinates.

This will directly modulate the photocurrent of the detectors and will be uncommon

to both signals due to the differing responses of the photodiodes, hence it cannot be

subtracted. The frequency dependence of this noise will be determined by the specifics

of the photodiode inhomogeneities and the speed of the beam translation. The frequency

characteristics are illustrated in [64] and show that the noise becomes larger at lower

frequencies. The effect of beam pointing can be seen by disturbing the air near to the

beam path, anywhere on the table. Many large blow-outs in the spectrum at frequencies

up to about 1 kHz can be seen in the output spectrum when this disturbance is introduced.

One of these events is shown in Figure 8.7.

These effects can be reduced by designing the experiment to be robust to pointing

fluctuations by using short, shielded beam paths, and mechanically stable optics mounts.

This effect can also be reduced by enlarging the spot size on the photodiode surface in
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order to better average these inhomogeneities, whilst ensuring that all of the light is still

detected. To completely solve the issue, a mode-cleaning optical cavity was placed in the

balanced homodyne detector setup [141]. Beam pointing can be thought of as the coupling

of some fraction of the original beam power into different spatial modes. The cavity is

designed such that these modes are non-degenerate, and as such, the higher order modes

do not resonate and are reflected from the cavity’s input coupler. By this mechanism,

pointing noise is converted into intensity noise. This intensity noise has occurred before

the beamsplitter and is now common to both arms of the homodyne detector, allowing

large CMRR of the balanced homodyne detector to remove this intensity modulation.

The modecleaner cavity also filters changes in mode shape, which may occur due to

dust passing through the beam. Changes in the mode shape will also couple into intensity

noise through the photodiode inhomogeneity. As with beam pointing, the modecleaner

cavity will convert mode shape fluctuations into intensity fluctuations which can then be

subtracted.

Once the mode cleaner was introduced, it was seen that air disturbances before the

modecleaner did not result in low-frequency blow-outs. The experiment is still sensitive to

pointing noise which occurs downstream of the modecleaner. By placing the modecleaner

inside the homodyne detector system’s steel tank, the steel tank then stabilised air currents

and reduce dust in this section of the experiment, solving the issues of beam pointing and

varying mode shape.

8.3.4 Parasitic Interference

Parasitic interference, also commonly known as a parasitic interferometer, was recognised

as the limiting factor in the first measurements of flat shot noise across the entire audio-

band [141]. Parasitic interference occurs when some light is scattered from the original

beam path, through dust or surface imperfections, reflects off an object such as a mirror

mount or another optical element, and re-enters the original beam path. Interference will

occur between the original field and the scattered field at the point where these two fields

overlap. Any change in the path length of the scattered field, caused by vibrations in

the object that the scattered light is reflecting off or by the Schlieren effect will modulate

the intensity of the light. If this modulation occurs after the beamsplitter then, much

like beam pointing, it cannot be subtracted. Since the balanced homodyne detector is

capable of measuring vacuum fluctuations, small fractions of a single photon on average

per bandwidth Hz are clearly visible.

It is possible for the scattered light to exit the beam path completely upon scattering

and it is possible for the scattered light to reverse direction but travel within the original

beam path. If the scattered light exits the beam path, then careful placement of beam

dumps will be enough to ensure that parasitic interference does not occur. However,

if the scattered light does not exit the beam path, then it is more difficult to correct.

This situation is shown schematically in Figure 8.8 for different scattering locations. The

scattering is assumed to originate from either arm of the balanced homodyne detector

and could occur at the photodiode or from one of the focussing lenses, illustrated in the

Figure 8.8 as location ‘S’. This backscattered light will traverse down the path of the main

beam in the opposite direction. When the backscattered field scatters for a second time,

it may again scatter into the beam path and then travel in the forward direction, resulting

in interference between what we call the forward scattered field and the local oscillator

field. The spurious interference converts motion of optics and air currents in the scattered
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beam path into intensity noise. Figure 8.8 shows the possible locations where scattering

can occur. We discuss the effect that parasitic interference, originating from different

locations, will have on the shot noise.

Modecleaner

Homodyne

detector
Beam

splitter

S 1

2 3

4

M

Local

Oscillator

Signal

Figure 8.8: Scatter in the balanced homodyne detector leading to parasitic interference. The

backscattering occurs in one of the detector arms, chosen here to be location S, and the scattered

light travels along the beam path in the opposite direction. Forward scattering can then occur off

a second surface, locations 1-4. The location of the forward scattering determines the effect on the

balanced homodyne detector output, described in the text.

First we note that interferometric effects which occur between the beamsplitter and

the laser source will result in intensity noise that is common to both arms of the balanced

homodyne detector, which will be suppressed by the CMRR. This is the case for the for-

ward scattering locations 2 and 3. Additionally, location 3 may be afforded some filtering

effect by the modecleaner cavity. Parasitic interference in the experiment was detected

here, and although it was not seen to negatively affect homodyne detector measurement

(due to the CMRR being high enough to subtract these fluctuations) the ANU squeezer

eventually had a Faraday isolator located near position 2 to remove interference at this

location and ensure the CMRR was as high above the required level as possible. The

forward scattering seen at location 1 will set up a parasitic interference in one arm of the

balanced homodyne detector. The intensity noise on the optical field due to this parasitic

interference is incident on only one photodiode, and hence cannot be subtracted. If the

magnitude of this noise is large enough compared to the shot noise, then it will be seen

in the output spectrum. The final location is forward scattering from location 4, in the

path where the signal field enters the balanced homodyne detector setup. Scattering from

this location will have a substantial impact since the balanced homodyne detector system

is designed to be maximally sensitive to any light that enters through the signal port.

Scattering in this path will interfere at the beamsplitter with the local oscillator field and

the resulting intensity fluctuations will be anti-correlated in the two arms of the balanced

homodyne detector, resulting in anti-correlated noise in each of the two photodiodes.

To determine whether parasitic interference was a limiting source of noise in our setup,

shot noise spectra were taken with a beam dump in the signal port at location 4 in Figure

8.8 and with the signal port open but with no laser fields present in this path, shown

in Figure 8.9. The beam dump was placed such that there were no optical components

between it and the beamsplitter.

The difference between the shot noise for the two cases illustrated in Figure 8.9, with

and without a beam dump in the signal path, is strong evidence for the presence of parasitic
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Figure 8.9: Parasitic interference from the signal port of the balanced homodyne detector. Only

the local oscillator field was present. Trace (i) is the homodyne detector output with the signal

port open, trace (ii) is the balanced homodyne detector output with the beam dump in place and

trace (iii) is the dark noise of the balanced homodyne detector.

interference. A more conclusive method for determining the presence of scattered light is

presented in § 8.3.5. Flat shot noise is seen when the beam dump is in place but excess

noise is seen when it is absent. A Faraday isolator with approximately 22dB of isolation

was inserted in place of the beam dump but the excess noise did not noticeably change,

indicating that perhaps greater isolation is required or that scatter off the Faraday isolator

itself was enough to cause these effects. The beam dump was moved up the signal path

to try and determine if there was a single point where most of the forward scattering was

occurring but it seemed to be a cumulative effect from several locations in this path.

8.3.5 Detecting the Presence of Parasitic Interference

Using a method known as opto-mechanical frequency shifting, or cyclic averaging, it is

possible to determine with certainty whether a low-frequency roll-up is due to the presence

of scattered light or otherwise [149]. This technique has been used in many situations to

remove the noise from scattered light out of the detection band of interest [150, 151, 152].

The mirror M in Figure 8.8 is actuated with a PZT that is driven with a triangle wave. Now

consider what happens to light that is scattered from position S, backwards to position 4,

where a scattering plate has been introduced, and then forwards to the balanced homodyne

detection. The PZT is set up such that it sweeps the phase of the scattered light through

an integer number of cycles, time-averaging the scattered light to zero. The signal due to

the motion of the scatter sources now appears at the dither frequency of the PZT and its

harmonics. A simple classical model illustrates this effect. We start with an electric field,

E, and write

E = A+ Ceiϕs , (8.7)

where A represents the local oscillator field and we have chosen a reference frame such

that we do not require a phase term for this field. The amplitude of the scattered light,

C with phase ϕs, will interfere with the local oscillator field. The phase of the scattered
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Figure 8.10: Simulated results of the cyclic averaging technique. Trace (i) shows the intensity

noise of the LO field with some scattering present, resulting in a low-frequency roll-up. Trace (ii)

shows that the low-frequency noise can be shifted up to the dither frequency and harmonics above

it by driving a PZT in the scattering path with a triangle wave. Parameters are; local oscillator

amplitude, A = 1, scattered light amplitude, C = 0.01, dithering frequency, f = 500Hz, and a

standard deviation of the scattered phase of 0.01.

light is written

ϕs =
∑

R, (8.8)

where
∑
R is the cumulative sum of normally distributed random noise about zero, with

the standard deviation of this noise defining the degree of phase modulation due to air

currents or mirror motion. The spectrum of such a field is shown in Figure 8.10.

In order to shift the intensity noise due to scattering out of the band of interest requires

one to modulate the scattered field with a triangle wave. This provides a linear sweep on

individual ramps, a necessary feature. The amplitude of this modulation is set such that

one sweep of the dither progresses the phase an integer number of fringes. We can thus

write for the dithered field

Edither = A+ Ceiϕd , (8.9)

where ϕd is the scattered phase plus the phase due to the dither. The phase of the field

including the dithering is written

ϕd = ϕs + nD(f), (8.10)

where n is the number of fringes wrapped by the dither and D(f) is a triangle wave dither

with some frequency, f . The spectra of the dithered scattered field is shown in Figure

8.10.

Figure 8.10 shows the spectra for the local oscillator field with scattered light present,

trace (i), and with a PZT, dithered with a triangle wave present in the scattering path,

trace (ii). The figure shows that even with scattering present, by dithering the scattered

light we should be able to recover flat shot noise below the dithering frequency.
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The experiment was then constructed as shown in Figure 8.8, with the mirrorM being

driven by a triangle wave. The amplitude of the dither was varied until the noise below

the dithering frequency was at a minimum, this is the point at which the dither is shifting

the phase by an integer number of fringes.
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Figure 8.11: The cyclic averaging technique applied to the balanced homodyne detector with a

scatter source placed in the signal path. Trace (i) shows the measured shot noise when a scatterer

was placed in location 4 in Figure 8.8. With this scatterer in place, the PZT placed between this

scatterer and the detector’s beamsplitter was dithered at a frequency of 750Hz. The amplitude

of the dither was adjusted until all of the low-frequency noise was seen to shift up to the dither

frequency and its harmonic as seen in trace (ii).

Figure 8.11 shows that the opto-mechanical frequency shifting-method has indeed con-

firmed the presence of scattered light in our setup. The scattered light noise has been mixed

up to the dithering frequency and the shot noise is now flat below this frequency. This

method has also provided additional information. The fact that the dithering results in

flat shot noise has provided information on the location of the scattering and it signifies

that the forward scatter originates in this beam path. If one were to move the position

of the PZT in this beam path progressively further away from the balanced homodyne

detector at some point it might be seen that the signal at the dither frequency decreased.

This would indicate that scattering has not undergone the phase shifts introduced by the

PZT and hence scattering has occurred nearer to the balanced homodyne detector than

the current location of the PZT.

Parasitic interference can be overcome in 3 ways; by reducing the amount of scattering

through the use of components with minimal surface roughness, by dumping the scattered

photons through careful placement of beam dumps, and by reducing the phase fluctuations

in the scattered fields through reduction of vibrations in the experimental setup. The use

of super-polished optics and an enclosure around the entire experiment aids greatly in all

of these endeavours.

8.3.6 Phase Jitter

The final detection issue is phase jitter. The effect that this has on the squeezing has been

recognised previously by Takeno et al. [97]. Phase fluctuations on the vacuum squeezed
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field result in a rotation of the squeezed field relative to the local oscillator field. The phase

control loop designed to control the squeezing angle, such as coherent locking, will provide

some finite suppression of this rotation but some rotation will still occur. This rotation

results in a suboptimal detection angle for the homodyne detector setup, resulting in the

measurement of a noise projection that does not align with the squeezed quadrature. This

is shown in Figure 8.12.

 ∆X
+^

 ∆X
−^

 ∆X
+^

 ∆X
−^

a) b)

Figure 8.12: The effect of phase jitter on the measurement of a vacuum squeezed state. In case

a) the phase is steady and measurement of either the amplitude or phase quadrature squeezed

state, which is the projection onto one the quadrature axes, yields its properties. In case b), where

the phase is fluctuating, and hence the squeezing ellipse is rotating, the projection of the state

onto the two axes is averaged, resulting in different results to those found in the absence of jitter.

In particular, the projection of the squeezing onto its axis, in this case the phase quadrature,

increases. In the presence of phase jitter, the measured squeezing does not reflect the statistics of

the original state.

Assuming some root mean square (RMS) fluctuations of the angle, determining the

effect this has on the measured squeezing and anti-squeezing, V ±′
, can be found via [97]

V ±′ ≈ V ±Cos2θ + V ∓Sin2θ, (8.11)

where V ± is the squeezing/anti-squeezing level in the absence of phase jitter and θ is the

rms phase fluctuations of the state. The larger the anti-squeezing, the greater the effect

that phase fluctuations have. This is due to the fact that when rotated at the same angle,

the projection of a longer ellipse will be proportionally larger for that rotation. This

means that as the system is driven closer to threshold, and the anti-squeezing increases, it

become increasingly important to stably control the phase of the squeezing relative to the

local oscillator. The effect on measured squeezing due to phase fluctuations for an OPO

with the ANU squeezer parameters is shown in Figure 8.13.

Figure 8.13 shows the degradation of measured squeezing for various rms phase jitter

values. The squeezed state produced by this system mimics that we would expect from our

ANU squeezer as the parameters have been chosen to match the ANU squeezer properties.

We note that as the system gets closer to threshold, the rms phase jitter has a greater

effect due to the increased anti-squeezing. The main source of phase jitter is changes in

the refractive index of free space due to air currents, the Schlieren effect [75]. Hence the

best way of reducing phase jitter is by reducing these air currents. The steel isolation

tank placed around the detection part of the experiment helps in this regard but it is also
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Figure 8.13: The variance at the output of an OPO as the system is driven towards threshold

power, Acrit
3 . The variance of the squeezing and anti-squeezing is shown for the same system with

varying phase jitter of 0 degrees, trace (i), 1 degree, trace (ii) and 3 degrees, trace (iii). Parameters

are; optical path length L = 0.279m, non-linear interaction strength, g = 1891, reflectivity of the

input/output coupler at the pump and fundamental wavelengths, Rb
co = 0.722 and Rb

co = 0.839,

respectively, and intra-cavity loss at fundamental and pump, 0.26% and 4.6%, respectively.

necessary to place the rest of the experiment in an airtight (or close to airtight) enclosure

in order to isolate the experiment from the typical air currents in the lab, as shown in

Figure 8.15. Furthermore, optimisation of the locking loops, in particular increasing the

gain at low frequencies, can aid in reducing the rms phase jitter of these states.

8.4 Squeezing from the ANU Squeezer

Now that the technical limitations to measuring shot noise and squeezing in the low-

frequency regime are understood, we can move onto measuring these states of light. In

this section, we will investigate the history of squeezing results from the ANU squeezer. In

this way, we can directly see the effect that various changes to the setup has had. Shown

in Figure 8.14 is the squeezing produced by the ANU squeezer over the course of two and

a half years.

8.4.1 March 2009 Squeezing

The experiment at this time was in its early stages and many of the high quality com-

ponents were not yet integrated into the table. Of particular importance is that the

homodyne detector from the Max Planck Institute for Gravitational Physics had not yet

arrived and in its place a voltage subtracting homodyne detector was used to measure all

results. Low flicker noise resistors had not yet replaced the noisy carbon film resistors that

were present from its original design. As such, low-frequency flicker noise accounted for

much of the roll-up seen in the squeezing trace below about 2 kHz and also resulted in a

shot noise measurement that was not flat across the entire spectrum (See § 8.2).

The squeezing magnitude was poor because a PPKTP crystal from Raicol with cheap

in-house AR coatings was used. The loss on this crystal, using the method described in

§ 7.1.3 was found to be around 1.4% per round trip at the fundamental frequency. This
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Figure 8.14: A snapshot of squeezing in the ANU squeezer over the years. (i) is the squeezing

produced in March 2009 with a squeezing plateau (the lowest squeezing measured over some span)

of 4.4 dB, (ii) is the squeezing produced in May 2009 that has a squeezing plateau of 6.0 dB,

(iii) is the squeezing produced in January 2010 that has a squeezing plateau of 6.7 dB, (iv) is

the squeezing produced in April 2011 that has a squeezing plateau of 8.6 dB and trace (v) is the

squeezing produced in November 2011 with a plateau of 11.6 dB. Traces (i)-(iv) are constructed

from two spans of 0-1.6 kHz (RBW= 2Hz) and 0-12.8 kHz (RBW= 16Hz). Trace (v) is constructed

from three spans of 0-1.6 kHz (RBW = 2Hz), 0-6.4 kHz (RBW = 8Hz) and 0-102.4 kHz (RBW =

128Hz). All traces have at least 100 averages except for traces (i) and (iv) which have 50. Dark

noise has not been subtracted from any of the data. The dark noise clearance of traces (i) and

(ii) was approximately 6 dB and the dark noise clearance of the remaining traces was greater than

10 dB as illustrated in Figure 8.16.

large loss value is enough to explain much of the very poor squeezing seen at this time,

the theoretical effect of which can is discussed in § 5.6.

8.4.2 May 2009 Squeezing

The new components had still not arrived but much work had gone into increasing the

stability of the locks. In particular, it was seen that noise was coupled into the squeezing at

low frequencies via the coherent locking field. Low incident power levels, of 10s of micro-

Watts hitting the CLF coupling mirror, were required in order to reduce this coupling

to a level where the coherent field was not seen to degrade the squeezing (Theoretically

investigated in § 7.4). Ground loops in these locks and the homodyne detector were also

worked on, by having the detectors run from their own power supply which was plugged

in at different locations until an optimum was found, such that the mains coupling into

the measurements was drastically reduced. The phase lock between the primary and

CLF lasers was also optimised by varying optical powers and electronic gains. These
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improvements resulted in much less low-frequency noise coupling, reducing the roll-up seen

at low frequencies, and the increased stability of the locking reduced in an improvement

in squeezing magnitude due to a reduction in phase jitter. At this stage, the homodyne

detector performance was still limited primarily by the flicker noise. The shot noise at

this stage still exhibited a low-frequency roll-up.

8.4.3 January 2010 Squeezing

Many changes were made at this time. A new OPO was constructed that had a higher

beam height to replicate the needs of the LIGO squeezing injection. Following advice from

Roman Schnabel, new PPKTP crystals that were provided by Raicol, superpolished by

Photon LaserOptik GMBH (with a micro-roughness < 0.2rms) and coated by LaserOptik

GMBH (with reflectivity < 0.1% at 1064 nm and < 0.5% at 532 nm) were ordered. One

of these crystals was placed in the new cavity and the intra-cavity loss due to the crystal

dropped to the value shown in Table 7.1 of 0.26%.

Much work had been done on a separate experiment to determine the sources of the

roll-up seen in the shot noise at low frequencies as discussed previously in this Chapter.

The experiment was very successful, and flat shot noise was achieved to below 10Hz.

Flicker noise (§ 8.2), beam jitter (§ 8.3.3), dust and parasitic interference (§ 8.3.4) were

found to be the major contributors to low-frequency noise, agreeing with previous findings

from prior experiments. At this stage, a new homodyne detector, designed and supplied

by Henning Vahlbruch from the Max Planck Institute for Gravitational Physics [143] was

swapped in for the previous homodyne detector.

With the introduction of a modecleaner cavity in the LO path, and an isolation tank

around the detection components of the setup, the shot noise was finally measured flat

down to below 10Hz. Parasitic interference was present in the squeezing spectrum but

was not seen in the shot noise spectrum due to the beam path of the squeezing being

blocked when measuring the squeezing.

8.4.4 April 2011 Squeezing

In order to measure flat squeezing then required comprehensive work on the reduction of

parasitic interference locations which were initially believed, and later confirmed, to be a

major source of noise (See § 8.3.4). It was also postulated that phase jitter may be playing

a role in degradation of squeezing, however, it was difficult to confirm this postulate the

second harmonic generator would often not produce enough power to reach threshold,

where the phase jitter can be measured (See § 8.3.6). A semi-air-tight enclosure was built

around the optical table in order to simultaneously reduce phase noise, beam jitter and

protect the entire experiment from dust. The enclosure is shown in Figure 8.15.

At this stage, one of the ETX500 diodes in the homodyne detector had failed and was

replaced. The efficiency of a number of these diodes were compared to one another and

the one with the highest quantum efficiency was chosen. Between diodes from the same

batch, only minor variance in efficiency was found, but a recently ordered batch of diodes

showed an efficiency of approximately 10% less than the ones in the older batch (ordered at

least 1 year prior). The reduction of parasitic interference, and the box around the table,

resulted in the first measurements of flat squeezing. Unfortunately, phase jitter on the

beam was not measured at this time so it is difficult to say how much of the improvement

in squeezing was due to the new diode, which could not be compared with the broken

one, and how much was due to reduced phase jitter, as there was not enough power to get
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Figure 8.15: The box encasing the ANU experiment. The primary purpose is to reduce air

currents, which in turn reduces noise coupling of beam pointing and phase jitter. It also protects

the experiment from dust.

close enough to threshold to characterise it sufficiently. In any case the enclosure certainly

aided in stabilising the locks and reducing phase jitter.

8.4.5 November 2011 Squeezing

The final improvement to the experiment was the replacement of Epitaxx ETX500 photo-

diodes with high quantum efficiency (quoted at > 99%) photodiodes from Laser Compo-

nents GmbH. These photodiodes were measured to have a quantum efficiency which was

approximately 4% greater than that of the ETX500’s. This was determined by construct-

ing a small experiment in which a laser beam was incident on a beamsplitter, with one

output field directed towards a detector where the diodes were switched in and out of the

same electronic circuit, and the second output field directed towards a reference detector.

As expected, this reduction in loss resulted in the detection of much more squeezing with

greater purity. The full measurement of this squeezing is shown in Figure 8.16, illustrating

the purity, flat shot noise, and dark noise clearance. The optical parametric oscillator was

operated with 90mW of input power (76% of threshold). The expected propagation loss

on the squeezed state is approximately 0.7% and the balanced homodyne detector had a

visibility of 99.4±0.2%. The squeezing is seen to degrade slightly below 200Hz due to the

presence of parasitic interference that could not be removed. Small factors, such as the

slightly altered detector alignment after the diodes were replaced, can have a large effect

on the parasitic interference in the experiment and after this change there was difficulty

in reducing interference such that it did not degrade the squeezing measurement.

Figure 8.16 shows that with a local oscillator power of approximately 1.9mW, the shot

noise of our detector is greater than 20 dB above the electronic noise. The anti-squeezing is

17.5±0.4 dB above the shot noise and is flat. Below 200Hz, 10 dB of squeezing is seen and

above this frequency 11.6±0.4 dB of squeezing is observed. The measurement shows that

noise due to parasitic interference was suppressed down to a level approximately 10 dB

below the shot noise. Correcting for dark noise (see § 8.5), the squeezing level becomes

11.9±0.4 dB.
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Figure 8.16: Measured squeezing from the ANU squeezer using quantum noise limited balanced

homodyne detection showing the anti-squeezing (i), shot noise (ii), squeezing (iii), and dark noise

(iv). A red line at -11.6 dB has been added to show the average of the squeezing from 1.6 kHz

to 6.4 kHz. All traces are pieced together from 3 FFT windows: 0-1.6 kHz, 0-6.4 kHz, 0-102.4 kHz

with 800 FFT lines, resulting in resolution bandwidths of 2Hz, 8Hz, and 128Hz respectively. 100

RMS averages were taken for all traces. Dark noise has not been subtracted from the data.

8.4.6 Correcting for Detection Losses

Using the measured squeezing and anti-squeezing levels, we can infer the total loss on the

state by assuming production of a pure state and determining the losses that result in

the measured data. This value provides an estimate to the amount of squeezing injected

into an interferometer, as the detection scheme is bypassed when the squeezed state is

directed towards the interferometer. We can write for the measured squeezing, Sqz[dBm],

and measured anti-squeezing, Asqz[dBm],

Sqz[dBm] = 10 ∗ Log10
[
10Sqz0/10ηtot + (1− ηtot)

]
Asqz[dBm] = 10 ∗ Log10

[
1

10Sqz0/10
ηtot + (1− ηtot)

]
. (8.12)

We then simultaneously solve these equations for the total detection efficiency, ηtot, and

pure intra-cavity squeezing, Sqz0. This equation accounts only for propagation losses and

does not account for other detection issues such as phase jitter. The measured squeezing,

Sqz[dBm], should be corrected for dark noise and the initial squeezing is the theoretical

value of the squeezing before exiting the cavity. Multiplying Sqz0 by the escape efficiency

results in the amount of squeezing exiting the OPO. Using the measured values from
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Figure 8.16, a total loss on the squeezed state of 0.048±0.004 is found, which agrees well

with the expected losses. After accounting for the escape efficiency of 0.985 ± 0.001, the

amount of squeezing exiting the cavity is found to be approximately 15.0±0.1 dB.
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Chapter 9

The LIGO Injection

In this section the LIGO injection experiment is introduced. This project was a large

international effort most notably involving the LIGO Scientific Collaboration, the ANU,

the Max Planck Institute for Gravitational Physics, Caltech and MIT. The main focus of

the input from the ANU was to supply a suitable squeezer, and as such, detail is directed

towards the performance and properties of the squeezed light source. This squeezed light

source was designed and constructed by Sheon Chua, Conor Mow-Lowry, Sheila Dwyer

and I at the ANU. My personal responsibilities were in the design of the cavity geometry,

modelling of the non-linear interactions, and investigation of noise sources in the balanced

homodyne detection scheme.

The results of the LIGO injection experiment are then revealed. The injection experi-

ment involved many people from all of the aforementioned institutions and will be detailed

in the paper soon to be released on this work [153]. My contribution to this experiment

was to firstly produce, as part of the group at the ANU, a travelling-wave squeezer that

met strict performance benchmarks. Once this was achieved at the ANU, I then spent

6 months at MIT with Sheila Dwyer under the supervision of Prof. N. Mavalvala and

Dr. D. Sigg building and characterising a replica of the ANU system. Finally, I spent ap-

proximately 2 months aiding in the integration of this squeezer with LIGO in Washington

state. During this time I aided in integrating and characterising the squeezer, integrat-

ing the control electronics and taking the first measurements of the squeezing enhanced

interferometer.

Further information on noise sources, scattered light measurements and interferometer

performance with squeezed light injection will be given in more detail by Sheon Chua and

Sheila Dwyer in their theses as well as future LIGO working notes and additional papers

that are currently under construction.

9.0.7 LIGO Injection Aims

Squeezed light has already been shown to reduce the shot noise in interferometers, includ-

ing the GEO600 device [68]. The aim of the LIGO H1 injection was not to demonstrate

that squeezing could reduce shot noise, instead the goals were to investigate noise, scat-

tered light and integration issues in the more sensitive LIGO interferometer. In particular,

the sensitivity of LIGO at frequencies below about 500Hz allows for investigation of these

phenomena at low frequencies, inaccessible in previous experiments. With LIGO H1, it

could be ensured that the reduction of shot noise through the injection of squeezed light

did not degrade the performance of the device at lower frequencies. It was also decided

that it would be beneficial to test a travelling wave bow-tie OPO geometry to comple-

ment the findings from GEO600, where a linear OPO geometry was used [100, 120]. The

115
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experimental setup for the injection of squeezed states into H1 is shown in Figure 9.1.

LIGO Laser

Main Laser

SHG

Aux. Laser

Homodyne

Detector

OPO

Ref 532

CLF1

CLF2
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Phase

Aux.

O�set
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Modecleaner

Fibre

Input

Modecleaner

LIGO Laser
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Figure 9.1: Schematic of the squeezed light injection experiment into H1 at LIGO. Pump field

is in green, main laser and LIGO laser are both in red, the auxiliary laser is in orange and the

squeezing is denoted by a dashed grey line. Full description in text.

The LIGO injection scheme involves three laser sources. The LIGO laser [154], the

main squeezing laser (a decommissioned LIGO laser source operating without the amplifier

[155]), and an auxiliary laser (Lightwave) for coherent control of the vacuum squeezed

state. The phase of the main laser is locked to the phase of the LIGO laser by directing a

tap-off from the LIGO laser into a fibre and beating this with a small amount of light from

the main laser. Most of the main laser power is directed towards an SHG cavity, where

the 1064 nm light is frequency doubled to 532 nm. The SHG cavity was provided by the

Max Planck Institute for Gravitational Physics using the same design as that described

in [143]. The pump field is incident on the coupling mirror of the OPO. The 532 nm field

is then transmitted through a dichroic mirror while the squeezing and auxiliary beams

are directed towards either the homdodyne detector or the LIGO interferometer. The

transmitted 532 nm light is detected in order to derive a PDH locking signal for the cavity
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length. The light from the main laser which is not used for SHG can be passed through a

fibre optic cable and used as the local oscillator for the balanced homodyne detector. The

fibre optic cable works in much the same way as the modecleaning cavity introduced in

Chapter 8 to reduce beam pointing noise. Alternatively, a tap-off from the LIGO laser,

directed through a second 100m long fibre, could be used as the local oscillator for the

homodyne detector by swapping the fibre connections at the end of modecleaner fibre

setup, this fibre is marked as the LIGO laser LO. The LO from the LIGO laser could

ideally be used to characterise the phase lock between the main laser and the LIGO laser

when measuring squeezing, although the fibre noise in this LO plays a significant role.

With the use of a flipper mirror the main laser field, instead of being used as the LO, can

be directed towards the coherent locking coupling mirror in order to seed the OPO for

gain and visibility measurements. A tap-off is also used to lock the frequency offset of the

auxiliary laser to the main laser.

The auxiliary laser, which is frequency offset locked to the main laser, enters the OPO

cavity through the coherent locking mirror. Within the cavity, it senses the non-linear

interaction and a sideband field is generated. The reflected auxiliary laser and some small

portion of the intra-cavity field is then detected at CLF1 and used to derive the first

half of the coherent locking scheme. The auxiliary field and the generated sideband field

also transmit through the OPO input coupler, along with the squeezed field, propagating

through one Faraday isolator and reflecting off a second isolator, entering the interferom-

eter. When it returns from the interferometer, the coherent locking field reflects off the

output mode cleaner and is detected at CLF2. This field is used to derive the locking sig-

nal for the second half of the coherent locking. The squeezing passes through the output

mode cleaner and is detected at the DC output of the interferometer. This detector is

where the gravitational wave signals are also detected. The presence of squeezed light at

this detector reduces the shot noise, thus increasing the sensitivity of the interferometer.

9.1 LIGO Squeezer Properties

The LIGO cavity was constructed taking into account the experience provided by the

ANU prototype. The major differences were the purchase of higher quality cavity mirrors

and the reflectivity of both the pump and squeezed fields on the input/output coupler.

It was decided that the high escape efficiency of the ANU squeezer was not necessary for

the LIGO cavity, seeing as losses inside the interferometer would limit the enhancement of

the squeezing anyway, and as such the reflectivity of the input coupler at the fundamental

was increased slightly. Whilst this decreases the escape efficiency, it also decreases the

threshold power, reducing photothermal effects and increasing the thermal stability of the

OPO slightly. Unfortunately, the modified coherent locking scheme was not developed in

time to implement it in this experiment.

9.1.1 Mirror Properties

For reference, the properties of some of the intra-cavity mirrors and coatings bought from

Advanced Thin Films are shown in Table 9.1. These mirrors were coated using the Ion

Beam Sputtering (IBS) method and are of higher quality than those used in the ANU

experiment.
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Figure 9.2: The LIGO squeezer, an almost exact replica of the ANU squeezer design.

Mirror Parameter Value Units

532 nm HR Reflectivity >99.99% -
1064 nm HR Reflectivity >99.9% -
532 nm AR Reflectivity <0.2% -
1064 nm AR Reflectivity <0.1% -
1064 HR Coating Absorption <0.001% -
RoC -38 mm
Substrate Surface Roughness (Curved Surface) <0.1 nm

Table 9.1: Specified mirror properties for the curved HR OPO mirrors from the manufacturer.

The back of the mirrors are AR coated to allow for the injection of fields through these mirrors.

All coatings are for an angle of incidence of 6 degrees.

9.1.2 Threshold

The threshold power of the system was measured using the same method as introduced in

§ 7.1.2. The mode matching of the pump field to the cavity was 74.5%. The best fit to this

data results in a threshold of 75.0±0.1mW for the amplification regime and a threshold

of 74±0.1mW for the de-amplification regime. Using this information, we can determine

the non-linear interaction strength, g, using Equation 5.36. We find that the non-linear

interaction strength is 1880 ±9 s−
1
2 , which is very similar to the value found for the ANU

squeezer. We expect this to be the case owing to the fact that the geometry of the two

squeezers is nearly identical.

9.1.3 Losses

Using the same method as that shown for the ANU squeezer (see § 7.1.3), the reflected

power of a seed directed into the front coupler was found to be 84.8% after correcting for

mode matching and dark noise. This results in an intra-cavity loss of 0.0056 ± 0.0001 for

the squeezed field. The loss of this cavity was also measured by constructing the cavity

without the crystal. The reflected power from the cavity without the crystal loss was

88.8% after correcting for mode matching and dark noise, resulting in an intra-cavity loss

of 0.0041± 0.0001. From these values, we can infer that the total crystal loss, consisting
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Figure 9.3: Parametric gain as a function of pump amplitude for the LIGO squeezer. The points

are the data and the blue curve is the best fit to Equation 5.52.

of the two AR coatings and the absorption, is 0.0015 ± 0.0002. These losses, coupled

with the reflectivity of the coupling mirror, of 0.868± 0.009, result in an escape efficiency

of the cavity of 0.961 ± 0.002. The uncertainty is dominated by the uncertainty in the

measurement of the coupling mirror reflectivity by the power meter.

The same process was repeated for the pump field. The reflected power of the pump

directed into the front coupler was found to be 61.8% after correcting for mode matching

and dark noise. This implies an intra-cavity loss of 0.039± 0.001 for the pump field. The

reflected power of the cavity without the crystal loss was 72.7% after correcting for mode

matching and dark noise. This results in an intra-cavity loss of 0.026± 0.001. From these

values, we can infer that the total crystal loss for the pump, consisting of the two AR

coatings and the absorption, is 0.013± 0.002.

9.1.4 Cavity Parameters

Table 9.2 shows the parameters of the LIGO squeezed light source. The main differ-

ence between this cavity and the prototype ANU cavity is the increase in reflectivity of

the input/output coupler at the fundamental wavelength. As expected, this reduced the

threshold of the LIGO cavity to 75mW but also decreased the escape efficiency to 96.1%.

9.1.5 Squeezing

The squeezing produced by the LIGO squeezed light source is illustrated in Figure 9.4.

The squeezer was operated with 850µW of local oscillator and 50mW of pump light.

The homodyne detector is the same as that used in the ANU squeezing experiment, with

ETX500 diodes, and the dark noise lies greater than 20 dB below shot noise.

Figure 9.4 shows that the squeezing plateaus at 5.6±0.4 dB below the shot noise above

1 kHz and the anti-squeezing is 8.8±0.2 dB above shot noise. Using the methods detailed

in §8.4.6, the total detection efficiency is found to be 81.4%. This implies that there is

8.4±0.1 dB of squeezing exiting the cavity. Much of this loss can be attributed to the

ETX photodiodes, which we expect to have a quantum efficiency anywhere from 86% to
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Cavity Parameter Symbol Value Uncert. Units

Fundamental Wavelength λ1 1064 - nm
Second Harmonic Wavelength λ3 532 - nm

Input/Output Coupler Fundamental Reflectivity R
in/out
1 0.868 0.009 -

Input/Output Coupler Pump Reflectivity R
in/out
3 0.696 0.002 -

Coherent Locking Mirror Reflectivity Rcl
1 0.998 - -

PPKTP Loss for Fundamental T cr
1 0.0015 0.0002 -

PPKTP Loss for Pump T cr
3 0.013 0.002 -

Total Intra-Cavity Loss for Fundamental T a
l 0.0056 0.0001 -

Total Intra-Cavity Loss for Pump T b
l 0.039 0.001 -

Finesse at Fundamental F1 42.5 1.5 -
Finesse at Pump F3 15.6 0.1 -
Linewidth at Fundamental ∆ν1 26 1 MHz
Linewidth at Pump ∆ν3 70.0 0.7 MHz
Auxiliary Laser Detuning ∆Aux 29.8 - MHz
Optical Path Length L 0.279 0.001 m
Threshold Power P crit

3 75 0.1 mW
Escape Efficiency ηesc 0.961 0.002 -

Non-linear Coupling Strength g 1880 9 s−
1
2

Curved Mirror Radius of Curvature RoC -38 - mm

Table 9.2: Properties of the LIGO squeezer. The loss values given are the transmission values of

loss equivalent high reflectivity mirrors. Uncertainties are given for measured values.

96% (See § 8.4.5). The degradation in squeezing below about 1 kHz is believed to be due

to parasitic interference, however, due to time constraints on the project there was not

enough time to hunt down the noise sources at these frequencies.

9.2 LIGO Enhancement

Figure 9.5 shows the LIGO strain sensitivity both with, blue trace (ii), and without, red

trace (i), squeezed light enhancement. The sensitivity of LIGO has been increased by up to

2 dB in the shot noise limited regime. As expected, the amount of sensitivity improvement

diminishes at lower frequencies. Importantly, the sensitivity of the device is not seen to

decrease in the low-frequency regime, below about 200Hz. This is an important result. It

shows that scatter, electronic noise couplings and any other noise coupling mechanism has

not degraded LIGO’s performance at low frequencies. It also indicates that the increase

in radiation pressure, the dominating quantum noise source at these frequencies, due to

the presence of phase quadrature squeezing is still well below other noise sources. This is

not expected to be the case for aLIGO, as shown in Figure 2.5.

9.2.1 Injection Losses

The main limitation to the amount of sensitivity improvement in this experiment was the

losses on the squeezed state within the interferometer. One of the major sources of loss

were the Faraday isolators in the path of the squeezed field. Each of the Faraday isolators,

shown in Figure 9.1, introduced a 6% loss upon transmission. The Faraday isolator in

the LIGO output path is also traversed twice by the squeezed field, doubling this loss.
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Figure 9.4: Measured squeezing from the LIGO squeezer using a quantum noise limited balanced

homodyne detector showing the anti-squeezing (i), shot noise (ii), and squeezing (iii). A red line at

-5.6 dB has been added to show the average of the squeezing from 1 kHz to 6 kHz. The shot noise

and squeezing traces are pieced together from 2 FFT windows: 0-6.4 kHz, and 0-102.4 kHz with

800 FFT lines, resulting in resolution bandwidths of 8Hz and 128Hz respectively. The additional

noise seen below 30Hz is due to DC noise entering the measurements due to the large resolution

bandwidths. The anti-squeezing trace has a 0-102.4 kHz bandwidth with 800 FFT lines and a

bandwidth of 128Hz. The first few data points have been removed. 100 RMS averages were taken

for all traces. Dark noise has not been subtracted from the data.

The propagation efficiency between the squeezing cavity and the output mode cleaner was

measured both in chamber with a power meter at various locations and using the power

calibrated CLF2 diode from Figure 9.1 whilst under vacuum. The propagation efficiency

determined by both of these measurements agreed and was found to be approximately

80%.

The element producing the most loss was the output mode cleaner. The transmission

through this cavity was measured for a well matched mode and was found to be 82%.

Mode matching to this cavity is difficult because it is near impossible to mode match with

the interferometer at full power, therefore it is done at low power and then the power is

increased to operational levels. Thermal effects, particularly thermal lensing, from the

increased circulating laser power will alter the mode matching when moving from low

power to standard operating conditions. The mode matching was measured in a low

power configuration to be 74%. These losses result in a total loss on the squeezed state

of approximately 48%. As shown in Figure 3.8, the most squeezing we could ever hope to

measure with a 50% loss is 3 dB. A more complete summary of these results is expected

to be available in the near future [156].
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Figure 9.5: LIGO H1 detector squeezing sensitivity without, (i), and with, (ii), squeezing en-

hancement. Trace (i) shows the typical 6th science run (S6) operating sensitivity.

9.2.2 Travelling Wave Cavity Backscatter Isolation

It was previously mentioned that each pass through the Faraday isolator resulted in an

approximately 6% loss on the squeezed state. Figure 9.1 shows that the squeezing passes

through one Faraday isolator before it enters the beam path of the interferometer’s field.

This isolator is placed in this location in order to reduce backscatter from the interferom-

eter travelling towards the squeezer. The isolator is critical in ensuring that no scattered

light re-enters the interferometer, which would reduce the sensitivity of the device.

In the GEO600 squeezed light experiment, where a linear OPO was used, two Faraday

isolators were required in this path to reduce the scattering to an acceptable level [68]. The

second Faraday isolator adds additional loss to the squeezed state, reducing the amount

of squeezing injected into the interferometer. The travelling wave design used in the

LIGO H1 experiment provides isolation to backscattering of greater than 40 dB, which is

on par with the isolation offered by a single high-quality large-aperture Faraday isolator

[102, 157]. The advantage of the travelling wave cavity is that this isolation is gained

without introducing the additional losses of the Faraday isolator. As squeezing becomes a

common technique for enhancing the sensitivity of gravitational-wave detectors, effort will

be focussed towards decreasing the loss on the squeezed state. As the losses within the

interferometer are reduced, the loss due to the Faraday isolators will become increasingly

significant.



Chapter 10

Conclusions and Further Work

In this chapter, brief summary of the key results resulting from the ANU squeezer ex-

periment and the H1 LIGO squeezed light injection are provided. From these results, a

number of future goals and investigations are identified.

10.1 Summary of Squeezed Light Generation and Control

for Gravitational-Wave Detection

• An optical parametric oscillator was designed and constructed as a prototype for

the H1 squeezing experiment. The cavity was different to previous designs used in

the enhancement of interferometers in that it was a doubly resonant, travelling wave

system. Importantly, the travelling wave design was expected to provide a high

level of immunity to backscattered light from integration into an interferometer and

indeed this was found to be the case. A detailed discussion of the final cavity param-

eters was presented, and with them the reasoning behind choosing these parameters.

Even with the additional intra-cavity loss introduced by the travelling wave design,

this squeezer attained record levels of squeezing in the audio band. Down to 200Hz

the squeezing was directly observed at 11.6 dB below shot noise. Parasitic inter-

ference degraded the squeezing below this frequency but even so, 10 dB was still

directly observed at 10Hz. The progression of the squeezing results over the life

of the experiment was presented and the steps taken to improve these results were

discussed.

• A brief investigation of coherent locking was presented. Using the cavity equations

of motion, the coherent locking scheme was modelled as a non-degenerate optical

parametric oscillator and, using this method, the field amplitudes and phases were

determined. It was found that one half of the coherent locking scheme was limiting

the stability of the entire system and an alternative solution to this locking loop

proposed. This alternative solution required second harmonic generation of the

coherent locking field but allowed for the optimisation of this lock without negatively

affecting the squeezing, as was found to be the case for the original scheme.

• An investigation into the various noise sources limiting low-frequency balanced ho-

modyne detection was presented. Most of these noise sources had previously been

identified but this work discussed all known noise sources and how they relate to each

other. A method for detecting and eliminating parasitic interference was presented

and the technique was experimentally shown to work as expected. The methods

used to overcome the remaining noise sources was presented.

123



124 Conclusions and Further Work

• Finally, a replica of the ANU squeezer was built in the United States and later moved

to the LIGO Hannford site. The team at the LIGO site then installed and operated

this squeezer in order to enhance the sensitivity of the device to levels never before

seen. The noise couplings and integration issues were investigated by the science

team at Hanford and will be detailed in later work and the theses of Sheon Chua

and Sheila Dwyer.

10.2 Further Work

With the work presented in this thesis, a squeezing goal set around a decade ago has

been reached [60, 49]. Squeezing of 10 dB down to frequencies of 10Hz have been directly

observed and should soon become readily reproducible. With the current amount of loss

in gravitational-wave detectors, squeezed states of greater magnitude provide very little

additional benefit over states such as the one presented here. This illuminates the fact that

progression in this field of squeezed states for gravitational-wave detection needs to move

towards the investigation of integration and stability, rather than squeezing magnitude.

A number of issues that will need to be addressed in the near future are discussed below.

10.2.1 Squeezing Stability

As explained in § 7.4.2, the coherent locking field does not strictly lock to the angle of

squeezing. It locks to some arbitrary angle that we choose to align to the angle of the

squeezing. It was also discussed that the phase reference can drift, with changes in the

temperature of the non-linear medium for example, and this will reduce the amount of

squeezing enhancement in the interferometer. Ideally, the squeezer should provide stable

squeezing for as long as possible in order to minimise the impact of integration on a fully

operational gravitational wave detector. This will require further investigation along the

lines of work previously conducted by Khalaidovski [140], possible introduction of a digital

control loop to ensure the squeezed light angle does not drift over time, or perhaps the

development of a new locking scheme. Further investigation into the coherent locking

model presented in this thesis will aid in understanding the direction that needs to be

taken.

One possible avenue for improving squeezed state control is to investigate the inte-

gration of a phase-matching locking loop into the system [158]. This technique reads out

the phase matching condition from within the non-linear medium and if it were somehow

integrated, perhaps by use of the frequency shifted auxiliary laser, then it might be able to

increase the temperature stability of the system, thus stabilising the angle of the squeezing

[140].

10.2.2 Dithering to Remove Parasitic Interference

It was shown in § 8.3.4 that noise due to parasitic interference could be averaged out at

lower frequencies and shift the noise up to higher frequencies by dithering the phase of the

scattered light. In this case, a mirror was placed in the beam path of the squeezing and

therefore dithering of this mirror whilst attempting to measure squeezing would introduce

a source of phase jitter, reducing the measured squeezing. By placing a second mirror in

the path and feeding-forward the dither to the local oscillator phase, it should be possible

to have the squeezing and local oscillator follow each other. This would allow one to
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measure the full amount of squeezing, whilst still removing the noise due to the scattered

light from the detection band. An investigation into whether this technique would be

viable in a gravitational wave detector would be beneficial.

10.2.3 Noise Coupling of the Coherent Locking Field

It was mentioned in § 7.4.1 that as the coherent locking field power was increased, the

squeezing was seen to degrade. The reason for this is believed to be due to the presence

of intensity noise on the coherent locking field, but further investigation into the matter

is required. By understanding how the power of this field leads to degradation in the

squeezing, it might be possible to increase the performance of the coherent locking scheme

by finding ways in which the generated field can be maximised.

10.2.4 Frequency Dependent Squeezing
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the squeezed state is squeezed in the phase quadrature, whilst at lower frequencies the squeezing

rotates and eventually aligns in the amplitude quadrature. With such a frequency dependent state,

the quantum noise can be reduced at all frequencies.

Finally, now that ideal squeezing magnitudes have been achieved, and as the stability

and noise couplings are better understood, the next logical step is the production of fre-

quency dependent squeezing. In this work, the squeezing was uniform across all frequencies
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and as such, decreasing the shot noise at high frequencies also increases the radiation pres-

sure at low frequencies. Currently, radiation pressure noise is not the limiting noise source

at low frequencies and as such increasing its magnitude by introducing phase squeezing

has little effect. In the next generation of detectors. however, the radiation pressure noise

is expected to be the dominant noise source below many tens of Hertz. Hence, the in-

troduction of a phase squeezed state would improve the high frequency performance, as

shown in this thesis, but would also decrease the low-frequency performance of the device.

The exception to this is if frequency dependent squeezed light is utilised, as illustrated

in Figure 10.1. Such a state would exhibit amplitude squeezing below some frequency,

and would gradually rotate to phase squeezing at higher frequencies. It seems as though

this is the next big challenge facing squeezing for gravitational wave detection. It has

been shown that filter cavities can rotate the squeezing in the necessary way, but that

this will require very large cavities [51]. It needs to either be shown that this technique

is practical or another method for rotating the squeezing needs to be developed. A new

technique will require a system that can provide dispersion at very low frequencies without

introducing substantial loss, and very few, if any, systems currently exist with both of

these properties. However, with the squeezing magnitude problem solved, the stability

currently being worked on, and the noise coupling currently under investigation from the

H1 squeezing experiment and also at GEO600, effort now needs to be directed towards

producing these frequency dependent states.



Appendix 1

We begin at Equations 5.39

iωδX̌1 = −κ1δX̌1 + gα1δX̌3 + gα3δX̌
†
1 +

√
2κin1 δX̌

dr
1 +

√
2κout1 δX̌vout

1 +
√

2κl1δX̌
vl
1

iωδX̌3 = −κ3δX̌3 − gα1δX̌1 +
√

2κin3 δX̌
dr
3 +

√
2κout3 δX̌vout

3 +
√

2κl3δX̌
vl
3 . (10.1)

We solve this set of equations by first rearranging these equations into matrix form

(
δX̌dr

1

δX̌dr
3

)
=

 iω+κ1−gα3√
2κin

1

−gα1√
2κin

1
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3
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δX̌3
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 −
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√
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−
√
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3√

2κin
3

δX̌vout
3 −

√
2κl

3√
2κin

3

δX̌vl
3

 . (10.2)

The next step is to solve for the intra-cavity fields, resulting in

(
δX̌1

δX̌3

)
=

 √
2κin

1 (κ3+iω)

α1α1g2−(gα3−κ1−iω)(κ3+iω)

√
2κin

3 gα1

α1α1g2−(gα3−κ1−iω)(κ3+iω)

−
√

2κin
1 gα1

α1α1g2−(gα3−κ1−iω)(κ3+iω)

√
2κin

3 (gα3−κ1−iω)

−α1α1g2+(gα3−κ1−iω)(κ3+iω)

 ·

 δX̌dr
1 +

√
2κout

1√
2κin

1

δX̌vout
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√
2κl

1√
2κin

1

δX̌vl
1

δX̌dr
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√
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3√
2κin

3

δX̌vout
3 −

√
2κl

3√
2κin

3

δX̌vl
3

 . (10.3)

We now have a solution for the intra-cavity fields, allowing us to determine the output

fields using the input/output relations from Equation 5.9, which are rewritten as

δX̌ref =
√
2κin δX̌ − δX̌dr (10.4)

δX̌trans =
√
2κout δX̌ − δX̌vout. (10.5)

At this point we no longer need to investigate the properties of the pump field and so

we will only calculate the output field properties of the squeezed field, resulting in

δX̌out
1 =

 2
√

κin
1 κout

1 (κ3+iω)

α1α1g2−(gα3−κ1−iω)(κ3+iω)

2
√
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3 κout

1 gα1

α1α1g2−(gα3−κ1−iω)(κ3+iω)
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 δX̌dr
1 +

(√
2κout

1√
2κin

1

− (α1α1g
2 − (gα3 − κ1 − iω)(κ3 + iω))

)
δX̌vout

1 +K

δX̌dr
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√
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3√
2κin

3

δX̌vout
3 −

√
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3√
2κin

3

δX̌vl
3

 ,

where K is given by K =

√
2κl

1√
2κin

1

δX̌vl
1 .
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At this point, these equations can be used to investigate how noise from the two driving

fields, the pump and seed fields, couples into the output squeezed state. Up until now, the

coherent amplitude of the seed field has not been removed in order to illustrate a point.

From Equation 10.6 we see that the two elements in the first matrix can be regarded as

coupling constants for the elements in the second matrix. Of note is that the first element

of the second matrix consists entirely of noise terms from the seed field, and the second

element of this matrix consists entirely of noise terms from the pump field. One can write

δX̌out
1 =

(
C1 α1C2

)
.

(
δ1

δ3

)
,

where;

C1 =
2
√
κin1 κ

out
1 (κ3 + iω)

α1α1g2 − (gα3 − κ1 − iω)(κ3 + iω)
,

C2 =
2
√
κin3 κ

out
1 g

α1α1g2 − (gα3 − κ1 − iω)(κ3 + iω)
,

δ1 = δX̌dr
1 +

√2κout1√
2κin1

− (α1α1g
2 − (gα3 − κ1 − iω)(κ3 + iω))

 δX̌vout
1 +K,

δ2 = δX̌dr
3 +

√
2κout3√
2κin3

δX̌vout
3 −

√
2κl3√
2κin3

δX̌vl
3 .

C1 can be considered as the coupling constant for the sum of all noise terms originating

from fields at the fundamental frequency, δ1, and in much the same way, C2 can be

considered as the coupling constant for all noise terms at the pump frequency δ3. The

explicit dependence of the coupling of the noise terms at the pump frequency on α1 has

been highlighted. It becomes clear that the noise of the pump field is completely decoupled

from the noise of the output squeezed field when the seed field has no coherent amplitude,

as in the case of the OPO. It was this insight that led to the first measurements of

squeezing in the audio band [63]. The details of this noise coupling are discussed in detail

by McKenzie [108].

The final step is to calculate the spectrum of the amplitude quadrature noise operator.

Using Equation 3.7 we can write for the variance of the output field at the fundamental

frequency, V out
1 ,

V out
1 =< δX̌out†

1 δX̌out
1 > . (10.6)

This is simple to calculate due to the fact that the average of the first order noise terms

is zero. Due to this fact, the average of the multiplication of uncorrelated noise terms will

also result in an answer of zero. Also, the variances of all of the vacuum terms are replaced

with their value of unity. At this point the coherent amplitude of the seed field is set to

zero. This results in a variance for the amplitude quadrature of the squeezed field of

V +
out = 1 +

4gκout1 α3

(κ1 − gα3)2 + ω2
,



§10.2 Further Work 129

where the the subscript 1 has been dropped because it is clear that the equation is for the

variance of the squeezed field. The superscript has been reintroduced to specify that this

equation is for the amplitude quadrature variance. The result shown in Equation 10.7 is

equivalent to the solution found for the case of an OPA under the assumption that the

pump field can be treated classically (see [83]). This is because, as we have just shown, the

noise from the pump field does not couple to the output state in the absence of a bright

seed field. The fact that noise does not couple from this field means that we can treat it

classically to simplify the situation.

The phase quadrature variance can be calculated by following the same methods pre-

sented here. However, it is possible to derive the phase quadrature variance from the

variance of the amplitude quadrature. It can be shown that in the case of the OPA, where

a bright seed is present, phase squeezing corresponds to amplification of the seed field,

and amplitude squeezing corresponds to de-amplification of the seed field. The system

can be moved from amplification to de-amplification by rotating the phase of the pump

field by 180 degrees. This is equivalent to changing the sign of all the terms containing

the coherent amplitude of the pump field, resulting in a variance for the phase quadrature

of

V −
out = 1− 4gκout1 α3

(κ1 + gα3)2 + ω2
.
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